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Outline 
•  Huge magnetoresistance peak near certain SI transitions: 

 Origin of strongly non-monotonous R(B)?  
 
     - Insulator: Inhom. mixture of localized pairs and single electrons; 
      - Understanding features of the peak?  

  
•  Nature of transport in the insulator ?  

     - Strongly disordered superconductors:  
 systems undergoing manybody localization?? 

     - Activated resistance in the Bose glass 
    - GMR Peak: Interplay of interference and density of states effects! 
 



Insulator: Giant magnetoresistance 

InOx 
 
Hebard-Palaanen 
Gantmakher 
Kapitulnik, Mason 
Goldman 
Ovadyahu 
Shahar 
Sacepe, Chapelier 
(many more) 
... 

Most studied material: 
 
4 decades of research... 
 
Buckley prize 2015...  
 
Ever more puzzles and delights 
to come?  



Insulator: Giant magnetoresistance 
Giant magnetoresistance 

Sambandamurthy et al. (PRL 2005) 

Common 
belief: 
Pairs (bosons) 
survive in the 
insulator:  
Bose glass 

Insulating behavior enhanced by local superconductivity! 

Strongly  
Non-monotonous R(B)! 



Other systems - similar phenomena 

Proof of dominating pair 
transport in insulator! 


W. Wu -  

Berryllium


T. Baturina et 
al. - TiN


J. Valles et al. – 
patterned Bismuth




Further evidence: Little Parks oscillations 
in weakly insulating ring of InOx 

 
 Gurovich, Tikhonov, Mahalu, and Shahar (2015) 

LITTLE-PARKS OSCILLATIONS IN A SINGLE RING IN . . . PHYSICAL REVIEW B 91, 174505 (2015)
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FIG. 3. (Color online) R vs B for the temperatures T =
0.15,0.2,0.5,0.8 K (from bottom to top at B = 0 T); the inset:
oscillating part α(B) (see the text).

oscillations are seen, superimposed on a parabolically rising
background. The oscillations period "B ≈ 0.15 ± 0.02 T can
be easily read from this figure. It is independent of T , indicating
that it is determined by the geometry of the ring. The trajectory
of a particle of a charge 2e encompassing the superconducting
flux quantum #0 = h/2e in a field of 0.15 T is shown in
Fig. 1(b) and is consistent with the flux periodicity in integer
units of #0. For better characterization of oscillations, it is
convenient to define the normalized oscillating part α(B) =
[R(B) − Rs(B)]/Rs(B), where Rs(B) is a smooth part of the
R(B) dependence (averaged over several oscillations).

Our central result is related to the behavior of α(B) at high
B. It is presented in Fig. 4 where we plot α(B) of our ring
for the entire range of B at T = 150 mK. Oscillations are
clearly visible throughout the range, up to our highest B. This
result is quantified in a table, shown in the inset to Fig. 5
where we show the period of the oscillations as determined
by counting the peaks in the interval of 1 T on several ranges
of B. Different rows correspond to different ranges of B: The
first row, for example, is for the range of −0.5,0.5 T. It is clear
that the oscillations have similar periodicity at different values
of B.
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FIG. 5. (Color online) Amplitude of the oscillations vs temper-
ature for different B = 0,8,2,6,11 T. The inset: the period of the
oscillations as determined by counting the peaks in the interval of 1
T in the several ranges of B.

Finally, we characterize the T dependence of the amplitude
of the oscillations. As a quantity characterizing the amplitude
of the oscillations, we choose

√
⟨α2⟩B where averaging over

the entire range of B is implied (the results are qualitatively
the same if averaging over other ranges is performed). The T
dependence of this quantity is shown in Fig. 5. It is consistent
with our intuition: With increasing T , coherence length of
the Cooper pairs decreases, and oscillations disappear at
T ∼ 1.2 K.

In order to further quantify this result, we performed Fourier
transform (FFT) of the oscillating contribution. The result is
demonstrated in Fig. 6. The main conclusion of this analysis
is that the period of the oscillations is the same at different T ’s
and B’s. In Fig. 6(a) we show the spectra as a function of T . It
is clear that the period of oscillations remains #0 for different
temperatures. At the same time, the amplitude of the dominant
peak is strongly T dependent. In order to quantify how the
oscillatory properties change with increasing B, we perform a
series of FFTs at different subregions of the field [see Fig. 6(b)]
where several curves correspond to the FFT of signals in
different ranges of B: The lowest curve, for instance, shows
the data in the range of −0.5,0.5 T. This plot demonstrates
that oscillations have similar periodicity in different ranges of
the magnetic field (within an error of ∼0.02 T).
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FIG. 4. (Color online) Oscillating part α(B) for T = 0.15 K, and the red dashed line shows B ∼ 0.8 T.
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Oscillation period corresponds to charge 2e! 

GUROVICH, TIKHONOV, MAHALU, AND SHAHAR PHYSICAL REVIEW B 91, 174505 (2015)
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FIG. 1. (Color online) SEM image and R! vs T at B = 0 T for
(a) the disk and (b) the ring. The number of squares for such a ring
(five squares) has been estimated from the geometry of the ring. The
dashed line in (b) is the trajectory of a particle of a charge 2e. (c) R vs
T for the ring at B = 0,0.7,1.5,4.0 T (from bottom to top) showing
the shift to insulating behavior.

as a reference) was 320 nm. Accuracy of these measurements
was ±2 nm. The SEM images of the obtained structures are
shown in Figs. 1(a) and 1(b) (one of four experimental samples
exhibiting oscillations is shown). Atomic force microscopy
images showed the thickness variation of about 10%, i.e., the
thickness is 30 ± 3 nm. a:InO is known to form relatively
uniform films [25], so we expect our structures to be uniform
as well.

After gentle lift-off, the sample was mounted on the
sample holder, electrically connected with a Au wire. Finally,
the sample was immersed into a Kelvinox TLM (Oxford
Instruments, Inc.).

We implemented two- and four-probe techniques. In the
four-probe measurements resistance of the structure included
resistance of small Ti/Au contacts overlapped by a:InO
contacts. Such a pair of contacts was less than 1 µm2 from
each side of the structure and was caused by the design
limitations. The signal from the sample was amplified by
a low-noise homebuilt differential voltage preamplifier and
measured using EG&G 7265 lock-in amplifiers at a frequency

of 1.8 Hz. In order to minimize heating of the structure, we
used a low excitation current of 1 nA.

III. EXPERIMENT

We first measured the dependence of the resistance (R) of
the a:InO disk on temperature (T ) at B = 0 T. The result is
shown in Fig. 1(a). As T is lowered below 4 K the resistance
drops abruptly from 1.4 k! to 50 !. In Fig. 1(b) we present R
vs T at B = 0 T for the ring. Unlike the disk, it does not show
an abrupt change in R, but a drop of 20% at ∼3 K is most likely
due to the (not fully developed) superconducting transition. We
note that despite the sharp drop R, it saturates at a measurable
value and remains finite down to T = 50 mK. In this regime,
the sample demonstrates quadratic positive magnetoresistance
at a low field turning into a negative magnetoresistance at
B > 2 T.

Next, we measured R of the ring as a function of T . Contrary
to the disk and films, it does not show any sudden change in
the resistance down to the lowest temperature. However, it
demonstrates nonmonotonous magnetoresistance, similar to
that of the disk. We show R vs T traces at different values of
the magnetic field in Fig. 1(c).

On a large scale of B, the disk and the ring demonstrate
similar behavior, albeit, in comparison with the disk, the R vs
T dependence at B = 0 T of the ring is much weaker. They
exhibit the high-B phenomenology that we are accustomed to
in our previous studies of a:InO films (see Ref. [26]), although,
in this case, it is less developed. In Fig. 2, we plot R isotherms
over our entire B range. The crossing point of the isotherms
at Bc = 0.8 T identifies the “critical” B of the magnetic field
tuned SIT, followed by the prominent magnetoresistance peak
at B = 8 T. In this experiment we were not able to determine
the crossing point in Fig. 2 better than specifying that it is in
the range of 0.8,0.9 T. We believe that relative smallness (com-
pared to measurements on macroscopic films) of the resistance
variation with B and T is due to the mesoscopic nature of our
sample. Another effect of the finite size, related to the loop
geometry, is clearly seen in Fig. 2: Small, about ∼1% by mag-
nitude, oscillations of resistance as a function of magnetic field
appear, which will be the focus of the remainder of this paper.

We start our analysis of these oscillations with the region
of low B. On the plot of R vs B (Fig. 3), more than ten
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FIG. 2. (Color online) R vs B for temperatures T = 0.1,0.2,0.4,

0.6,1.2 K (from top to bottom at B = 8 T), and the crossing point
Bc ∼ 0.8 T is shown by the red dashed line.
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Road map of this talk 

I.  Orbital magnetoresistance of bosons 
(& contrast with fermions) 

II.  Activated magneto-transport in Bose 
insulator with long range Coulomb  

III. Pair-to-electron crossover & MR peak  



Magnetoresistance in Bose 
and Fermi insulators? 

 How are hard core bosons 
different from free fermions? 



Disordered insulators  
Simplest model: Hopping+disorder 

Giant positive magnetoresistance and localization in bosonic insulators

Markus Müller1

1The Abdus Salam International Center for Theoretical Physics, Strada Costiera 11, 34151 Trieste, Italy
(Dated: August 19, 2011)

We study the strong localization of disordered bosons, motivated by recent experiments that
suggest a bosonic superconductor-insulator transition in strongly disordered films. In the insulator,
unlike for fermions, nearly all scattering paths between low-energy sites contribute constructively
interfering amplitudes to hopping matrix elements. The localization length of bosonic excitations
shrinks as the constructive interference is suppressed by a magnetic field, entailing a giant positive
magnetoresistance, opposite to the analogous effect in strongly localized fermions. In zero field, both
the localization length and the density of states are predicted to increase with decreasing energy.
Applied to hard core bosons on the Bethe lattice, our method shows that the superfluid emerges
out of an insulator without the closing of a mobility gap.

PACS numbers: 73.50.Jt, 74.81.Bd, 05.30.Jp, 72.20.Ee, 71.55.Jv

H =
∑

i

εini −
∑
⟨i,j⟩

tij(b
†
jbi + b†ibj), ni = b†i bi. (1)

[bi, bj] = 0, [b†i , bj] = δij(2ni − 1) (2)

{bi, bj} = 0, , {b†i , bj} = δij (3)

tij → te−iφij (4)

GR
i,0(t − t′) = −iΘ(t− t′)⟨[bi(t), b

†
0(t

′)]B⟩. (5)

i
d

dt
GR

i,0(t − t′) = δ(t − t′)δi,0⟨[b0(0), b†0(0)]B⟩ (6)

−iΘ(t− t′)⟨[[bi(t), H ], b†0(t
′)]B⟩.

[bi(t), H ] = εibi(t) − (−1)Bni(t)
∑
j∈∂i

tijbj(t), (7)

(−1)ni(t) ≈ sign(εi) (8)

GR
i,0(ω) =

∫ ∞

−∞
GR

i,0(t)e
iωtdt (9)

ξ(ω)−1 = − lim
r⃗i→∞

ln[|GR
i,0(ω)/GR

0,0(ω)|]/|r⃗i − r⃗0| (10)

GR
i,0(ω)

GR
0,0(ω)

=
∑

P={j0=0,...,jℓ=i}

ℓ∏
p=1

tjp−1,jp [sgn(εjp)]B

εjp − ω

The difference is simple to understand. In order to
observe a particle at site i, in response to inserting a par-
ticle at 0, all the nP ≡

∑ℓ
j=1 nj ≈

∑ℓ
j=1(1 − sgn(εj))/2

particles on the path P have to move to the next negative
energy site closer to site i, cf. Fig. ??. Upon removing
the particle at site i, a ring exchange of nP particles
has been carried out in the ground state, which causes
the sign difference (−1)nP between bosonic and fermionic
amplitudes. This difference has important consequences
and will shed new light not only on strong localized in-
sulators, but also on the approach to delocalization.

Most importantly, Eq. (??) shows that for low energy
excitations ω → 0, in the absence of a magnetic field,
all paths contribute with a positive amplitude and there-
fore interfere constructively, unlike fermions. This differ-
ence manifests itself in completely opposite response to
a magnetic field. It is well known that hopping fermions
experience a negative MR due to the suppression of de-
structive interference [3, 5]. In contrast, we find the MR
of bosons to be strongly positive in the hopping regime
due to the phases in the hopping amplitudes. Indeed, the
latter reduce the constructive interference of paths that
connect low energy sites relevant for transport.

The replica scaling arguments of Ref. [4], mapping the
forward scattering problem to directed polymers, should
apply also to the bosonic case. Here it predicts a neg-

ative perturbative correction to the hopping probability

scaling as Br3/2
hop, where rhop is the hopping distance. At

larger magnetic field, one finds a reduction of the boson
localization length, whose effect on the MR is exponen-
tially amplified in the hopping regime.

We believe that the opposite interference behavior of
bosons and fermions is key to understanding the giant
MR peak in disordered films with remnant superconduc-
tive pairing. As long as the magnetic field does not
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FIG. 1: In the configuration on the right, 2n (n = 4) paths
contribute to the Green’s function GR

ij between low energy
sites i, j. We compute the transmission amplitudes in n’th or-
der perturbation theory, summing over all paths. The sign of
fermion amplitudes depends on the number of occupied sites
on the path, whereas the paths for bosonic low energy excita-
tions always come with positive amplitudes. A magnetic field
suppresses their constructive interference, leading to positive
magnetoresistance, while fermions display the opposite effect.

by a homogeneous tunneling amplitude tij = t between
nearest neighbors,

H =
∑

i

εini −
∑
⟨i,j⟩

tij(b
†
jbi + b†ibj), ni = b†i bi. (1)

b†i , bi are creation and annihilation operators of fermions
or hard core bosons, resp. They satisfy the commutation
relations [bi, bj ]B = 0, [b†i , bj]B = δij [1 − 2B(1 − ni)],
where [., .]B is the commutator or the anticommutator
for bosons (B = 1) or fermions (B = 0), resp. In the
presence of a magnetic field, the hopping acquires a phase
tij = te−iφij , the sum of phases around a plaquette being
proportional to the flux threading it.

We focus on the strongly insulating regime t ≪ W ,
where hopping transport is expected at low tempera-
tures. A key element characterizing disordered insulators
is the localization length, ξ. For non-interacting fermions
it is well-defined as the (log-averaged) inverse spatial de-
cay rate of single particle wavefunction amplitudes. In
contrast, hard core bosons are inherently interacting, re-
quiring a generalization of this single particle concept.

In the limit t = 0 single particle excitations correspond
to the addition or removal of a particle on given sites. For
small hopping t/W ≪ 1, these excitations adiabatically
deform into dressed quasiparticle excitations, which are
still well localized in space. In fact, one may expect that
all low energy excitations remain discrete and localized
in this limit [13, 23, 24]. The spatial properties of such
a quasiparticle-excitations are best captured by the re-
tarded Green’s function,

GR
i,0(t − t′) = −iΘ(t− t′)⟨[bi(t), b

†
0(t

′)]B⟩. (2)

It describes the amplitude, at site i and after time t,
of the excitation created by adding a particle at site 0.
Here, A(t) = eiHtA(0)e−iHt, as usual.

As in early studies of the Hubbard model [31, 32], we
consider the equation of motion of the Green’s function

i
d

dt
GR

i,0(t − t′) = δ(t − t′)δi,0⟨[b0(0), b†0(0)]B⟩ (3)

−iΘ(t − t′)⟨[[bi(t), H ], b†0(t
′)]B⟩.

This is the starting point for a locator expansion in pow-
ers of the hopping t/W [2]. It is easy to show that

[bi(t), H ] = εibi(t) − (−1)Bni(t)
∑
j∈∂i

tijbj(t), (4)

where the sum runs over the neighbors of i. We are in-
terested in the decay of the correlation function at large
distance. In analogy to the fermionic (single particle)
study by Nguyen et al. [3], we may restrict ourselves to
forward scattering paths to leading order in t/W . Hence,
we retain only the neighbors j, which are closest to 0,
cf. Fig. 1. Furthermore, to the same order, we may
neglect the time dependence of ni(t) and approximate
(−1)ni(t) ≈ sign(εi) + O((t/W )2).

To characterize the spatial decay of an excitation of
given energy, it is preferable to work in frequency space,

GR
i,0(ω) =

∫ ∞

−∞
GR

i,0(t)e
iωtdt, (5)

and to define the boson localization length as the (log-
averaged) inverse decay rate of GR(ω) with distance,

ξ(ω)−1 = − lim
r⃗i→∞

ln[|GR
i,0(ω)/GR

0,0(ω)|]/|r⃗i − r⃗0|. (6)

As we will see below, for bosons this decay rate has a
strong frequency dependence, unlike fermions . Note that
the transition to the superfluid is signalled by the diver-
gence of ξ(ω = 0), where the bosons condense into a
delocalized state forming at the chemical potential.

To leading order in t the above equations furnish a
simple recursion relation for the Green’s functions at in-
creasing distance. Upon iteration, the forward scattering
approximation yields the final result as a sum over all
shortest paths P (of length ℓ) between the sites 0 and i,

GR
i,0(ω)

GR
0,0(ω)

=
∑

P={j0=0,...,jℓ=i}

ℓ∏
p=1

tjp−1,jp [sgn(εjp)]B

εjp − ω
. (7)

Setting ω = ε0 we find the ”wavefunction” of the quasi-
particle excitation, which is adiabatically connected to
the boson insertion/removal at site 0 in the non-hopping
limit (by extracting the residue of the corresponding pole
in GR). The forward scattering approximation, the many
body events on a path and their interference are illus-
trated in Fig. 1.

For fermions, Eq. (7) reproduces the result of the single
particle locator expansion [2, 3]. Hard core bosons differ

Fermions 

Hard core bosons  

P. W. Anderson (1958) 
….. 

Krauth, Trivedi, Randeria; 
Feigelman, Ioffe, Kravtsov;  
Ioffe, Mézard, Feigelman; 
Syzranov, Moor, Efetov; 
Yu, MM 

Model  

(↔ spin ½) 
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has been carried out in the ground state, which causes
the sign difference (−1)nP between bosonic and fermionic
amplitudes. This difference has important consequences
and will shed new light not only on strong localized in-
sulators, but also on the approach to delocalization.

Most importantly, Eq. (??) shows that for low energy
excitations ω → 0, in the absence of a magnetic field,
all paths contribute with a positive amplitude and there-
fore interfere constructively, unlike fermions. This differ-
ence manifests itself in completely opposite response to
a magnetic field. It is well known that hopping fermions
experience a negative MR due to the suppression of de-
structive interference [3, 5]. In contrast, we find the MR
of bosons to be strongly positive in the hopping regime
due to the phases in the hopping amplitudes. Indeed, the
latter reduce the constructive interference of paths that
connect low energy sites relevant for transport.

The replica scaling arguments of Ref. [4], mapping the
forward scattering problem to directed polymers, should
apply also to the bosonic case. Here it predicts a neg-

ative perturbative correction to the hopping probability

scaling as Br3/2
hop, where rhop is the hopping distance. At

larger magnetic field, one finds a reduction of the boson
localization length, whose effect on the MR is exponen-
tially amplified in the hopping regime.

We believe that the opposite interference behavior of
bosons and fermions is key to understanding the giant
MR peak in disordered films with remnant superconduc-
tive pairing. As long as the magnetic field does not
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FIG. 1: In the configuration on the right, 2n (n = 4) paths
contribute to the Green’s function GR

ij between low energy
sites i, j. We compute the transmission amplitudes in n’th or-
der perturbation theory, summing over all paths. The sign of
fermion amplitudes depends on the number of occupied sites
on the path, whereas the paths for bosonic low energy excita-
tions always come with positive amplitudes. A magnetic field
suppresses their constructive interference, leading to positive
magnetoresistance, while fermions display the opposite effect.

by a homogeneous tunneling amplitude tij = t between
nearest neighbors,

H =
∑

i

εini −
∑
⟨i,j⟩

tij(b
†
jbi + b†ibj), ni = b†i bi. (1)

b†i , bi are creation and annihilation operators of fermions
or hard core bosons, resp. They satisfy the commutation
relations [bi, bj ]B = 0, [b†i , bj]B = δij [1 − 2B(1 − ni)],
where [., .]B is the commutator or the anticommutator
for bosons (B = 1) or fermions (B = 0), resp. In the
presence of a magnetic field, the hopping acquires a phase
tij = te−iφij , the sum of phases around a plaquette being
proportional to the flux threading it.

We focus on the strongly insulating regime t ≪ W ,
where hopping transport is expected at low tempera-
tures. A key element characterizing disordered insulators
is the localization length, ξ. For non-interacting fermions
it is well-defined as the (log-averaged) inverse spatial de-
cay rate of single particle wavefunction amplitudes. In
contrast, hard core bosons are inherently interacting, re-
quiring a generalization of this single particle concept.

In the limit t = 0 single particle excitations correspond
to the addition or removal of a particle on given sites. For
small hopping t/W ≪ 1, these excitations adiabatically
deform into dressed quasiparticle excitations, which are
still well localized in space. In fact, one may expect that
all low energy excitations remain discrete and localized
in this limit [13, 23, 24]. The spatial properties of such
a quasiparticle-excitations are best captured by the re-
tarded Green’s function,

GR
i,0(t − t′) = −iΘ(t− t′)⟨[bi(t), b

†
0(t

′)]B⟩. (2)

It describes the amplitude, at site i and after time t,
of the excitation created by adding a particle at site 0.
Here, A(t) = eiHtA(0)e−iHt, as usual.

As in early studies of the Hubbard model [31, 32], we
consider the equation of motion of the Green’s function

i
d

dt
GR

i,0(t − t′) = δ(t − t′)δi,0⟨[b0(0), b†0(0)]B⟩ (3)

−iΘ(t − t′)⟨[[bi(t), H ], b†0(t
′)]B⟩.

This is the starting point for a locator expansion in pow-
ers of the hopping t/W [2]. It is easy to show that

[bi(t), H ] = εibi(t) − (−1)Bni(t)
∑
j∈∂i

tijbj(t), (4)

where the sum runs over the neighbors of i. We are in-
terested in the decay of the correlation function at large
distance. In analogy to the fermionic (single particle)
study by Nguyen et al. [3], we may restrict ourselves to
forward scattering paths to leading order in t/W . Hence,
we retain only the neighbors j, which are closest to 0,
cf. Fig. 1. Furthermore, to the same order, we may
neglect the time dependence of ni(t) and approximate
(−1)ni(t) ≈ sign(εi) + O((t/W )2).

To characterize the spatial decay of an excitation of
given energy, it is preferable to work in frequency space,

GR
i,0(ω) =

∫ ∞

−∞
GR

i,0(t)e
iωtdt, (5)

and to define the boson localization length as the (log-
averaged) inverse decay rate of GR(ω) with distance,

ξ(ω)−1 = − lim
r⃗i→∞

ln[|GR
i,0(ω)/GR

0,0(ω)|]/|r⃗i − r⃗0|. (6)

As we will see below, for bosons this decay rate has a
strong frequency dependence, unlike fermions . Note that
the transition to the superfluid is signalled by the diver-
gence of ξ(ω = 0), where the bosons condense into a
delocalized state forming at the chemical potential.

To leading order in t the above equations furnish a
simple recursion relation for the Green’s functions at in-
creasing distance. Upon iteration, the forward scattering
approximation yields the final result as a sum over all
shortest paths P (of length ℓ) between the sites 0 and i,

GR
i,0(ω)

GR
0,0(ω)

=
∑

P={j0=0,...,jℓ=i}

ℓ∏
p=1

tjp−1,jp [sgn(εjp)]B

εjp − ω
. (7)

Setting ω = ε0 we find the ”wavefunction” of the quasi-
particle excitation, which is adiabatically connected to
the boson insertion/removal at site 0 in the non-hopping
limit (by extracting the residue of the corresponding pole
in GR). The forward scattering approximation, the many
body events on a path and their interference are illus-
trated in Fig. 1.

For fermions, Eq. (7) reproduces the result of the single
particle locator expansion [2, 3]. Hard core bosons differ
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FIG. 1: In the configuration on the right, 2n (n = 4) paths
contribute to the Green’s function GR

ij between low energy
sites i, j. We compute the transmission amplitudes in n’th or-
der perturbation theory, summing over all paths. The sign of
fermion amplitudes depends on the number of occupied sites
on the path, whereas the paths for bosonic low energy excita-
tions always come with positive amplitudes. A magnetic field
suppresses their constructive interference, leading to positive
magnetoresistance, while fermions display the opposite effect.

by a homogeneous tunneling amplitude tij = t between
nearest neighbors,

H =
∑

i

εini −
∑
⟨i,j⟩

tij(b
†
jbi + b†ibj), ni = b†i bi. (1)

b†i , bi are creation and annihilation operators of fermions
or hard core bosons, resp. They satisfy the commutation
relations [bi, bj ]B = 0, [b†i , bj]B = δij [1 − 2B(1 − ni)],
where [., .]B is the commutator or the anticommutator
for bosons (B = 1) or fermions (B = 0), resp. In the
presence of a magnetic field, the hopping acquires a phase
tij = te−iφij , the sum of phases around a plaquette being
proportional to the flux threading it.

We focus on the strongly insulating regime t ≪ W ,
where hopping transport is expected at low tempera-
tures. A key element characterizing disordered insulators
is the localization length, ξ. For non-interacting fermions
it is well-defined as the (log-averaged) inverse spatial de-
cay rate of single particle wavefunction amplitudes. In
contrast, hard core bosons are inherently interacting, re-
quiring a generalization of this single particle concept.

In the limit t = 0 single particle excitations correspond
to the addition or removal of a particle on given sites. For
small hopping t/W ≪ 1, these excitations adiabatically
deform into dressed quasiparticle excitations, which are
still well localized in space. In fact, one may expect that
all low energy excitations remain discrete and localized
in this limit [13, 23, 24]. The spatial properties of such
a quasiparticle-excitations are best captured by the re-
tarded Green’s function,

GR
i,0(t − t′) = −iΘ(t− t′)⟨[bi(t), b

†
0(t

′)]B⟩. (2)

It describes the amplitude, at site i and after time t,
of the excitation created by adding a particle at site 0.
Here, A(t) = eiHtA(0)e−iHt, as usual.

As in early studies of the Hubbard model [31, 32], we
consider the equation of motion of the Green’s function

i
d

dt
GR

i,0(t − t′) = δ(t − t′)δi,0⟨[b0(0), b†0(0)]B⟩ (3)

−iΘ(t − t′)⟨[[bi(t), H ], b†0(t
′)]B⟩.

This is the starting point for a locator expansion in pow-
ers of the hopping t/W [2]. It is easy to show that

[bi(t), H ] = εibi(t) − (−1)Bni(t)
∑
j∈∂i

tijbj(t), (4)

where the sum runs over the neighbors of i. We are in-
terested in the decay of the correlation function at large
distance. In analogy to the fermionic (single particle)
study by Nguyen et al. [3], we may restrict ourselves to
forward scattering paths to leading order in t/W . Hence,
we retain only the neighbors j, which are closest to 0,
cf. Fig. 1. Furthermore, to the same order, we may
neglect the time dependence of ni(t) and approximate
(−1)ni(t) ≈ sign(εi) + O((t/W )2).

To characterize the spatial decay of an excitation of
given energy, it is preferable to work in frequency space,

GR
i,0(ω) =

∫ ∞

−∞
GR

i,0(t)e
iωtdt, (5)

and to define the boson localization length as the (log-
averaged) inverse decay rate of GR(ω) with distance,

ξ(ω)−1 = − lim
r⃗i→∞

ln[|GR
i,0(ω)/GR

0,0(ω)|]/|r⃗i − r⃗0|. (6)

As we will see below, for bosons this decay rate has a
strong frequency dependence, unlike fermions . Note that
the transition to the superfluid is signalled by the diver-
gence of ξ(ω = 0), where the bosons condense into a
delocalized state forming at the chemical potential.

To leading order in t the above equations furnish a
simple recursion relation for the Green’s functions at in-
creasing distance. Upon iteration, the forward scattering
approximation yields the final result as a sum over all
shortest paths P (of length ℓ) between the sites 0 and i,

GR
i,0(ω)

GR
0,0(ω)

=
∑

P={j0=0,...,jℓ=i}

ℓ∏
p=1

tjp−1,jp [sgn(εjp)]B

εjp − ω
. (7)

Setting ω = ε0 we find the ”wavefunction” of the quasi-
particle excitation, which is adiabatically connected to
the boson insertion/removal at site 0 in the non-hopping
limit (by extracting the residue of the corresponding pole
in GR). The forward scattering approximation, the many
body events on a path and their interference are illus-
trated in Fig. 1.

For fermions, Eq. (7) reproduces the result of the single
particle locator expansion [2, 3]. Hard core bosons differ
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H =
∑

i

εini −
∑
⟨i,j⟩

tij(b
†
jbi + b†ibj), ni = b†i bi. (1)

[bi, bj] = 0, [b†i , bj] = δij(2ni − 1) (2)

{bi, bj} = 0, , {b†i , bj} = δij (3)
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dt
GR

i,0(t − t′) = δ(t − t′)δi,0⟨[b0(0), b†0(0)]B⟩ (7)

−iΘ(t− t′)⟨[[bi(t), H ], b†0(t
′)]B⟩.

[bi(t), H ] = εibi(t) − (−1)Bni(t)
∑
j∈∂i

tijbj(t), (8)

(−1)ni(t) ≈ sign(εi) (9)

GR
i,0(ω) =

∫ ∞

−∞
GR

i,0(t)e
iωtdt (10)

ξ(ω)−1 = − lim
r⃗i→∞

ln[|GR
i,0(ω)/GR

0,0(ω)|]/|r⃗i − r⃗0| (11)

GR
i,0(ω)

GR
0,0(ω)

=
∑

P={j0=0,...,jℓ=i}

ℓ∏
p=1

tjp−1,jp [sgn(εjp)]B

εjp − ω

The difference is simple to understand. In order to
observe a particle at site i, in response to inserting a par-
ticle at 0, all the nP ≡

∑ℓ
j=1 nj ≈

∑ℓ
j=1(1 − sgn(εj))/2

particles on the path P have to move to the next negative
energy site closer to site i, cf. Fig. ??. Upon removing
the particle at site i, a ring exchange of nP particles
has been carried out in the ground state, which causes
the sign difference (−1)nP between bosonic and fermionic
amplitudes. This difference has important consequences
and will shed new light not only on strong localized in-
sulators, but also on the approach to delocalization.

Most importantly, Eq. (??) shows that for low energy
excitations ω → 0, in the absence of a magnetic field,
all paths contribute with a positive amplitude and there-
fore interfere constructively, unlike fermions. This differ-
ence manifests itself in completely opposite response to
a magnetic field. It is well known that hopping fermions
experience a negative MR due to the suppression of de-
structive interference [3, 5]. In contrast, we find the MR
of bosons to be strongly positive in the hopping regime
due to the phases in the hopping amplitudes. Indeed, the
latter reduce the constructive interference of paths that
connect low energy sites relevant for transport.

The replica scaling arguments of Ref. [4], mapping the
forward scattering problem to directed polymers, should
apply also to the bosonic case. Here it predicts a neg-

ative perturbative correction to the hopping probability

scaling as Br3/2
hop, where rhop is the hopping distance. At

larger magnetic field, one finds a reduction of the boson
localization length, whose effect on the MR is exponen-
tially amplified in the hopping regime.
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energy site closer to site i, cf. Fig. ??. Upon removing
the particle at site i, a ring exchange of nP particles
has been carried out in the ground state, which causes
the sign difference (−1)nP between bosonic and fermionic
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all paths contribute with a positive amplitude and there-
fore interfere constructively, unlike fermions. This differ-
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experience a negative MR due to the suppression of de-
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connect low energy sites relevant for transport.

The replica scaling arguments of Ref. [4], mapping the
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εini −
∑

⟨i,j⟩

tij(b
†
jbi + b†ibj), ni = b†i bi. (1)

[bi, bj] = 0, [b†i , bj] = δij(2ni − 1) (2)
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†
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〉

[bi(t), H ] = εibi(t) − (−1)ni(t)
∑
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tijbj(t), (8)

(−1)ni(t) ≈ sign(εi) (9)
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The difference is simple to understand. In order to
observe a particle at site i, in response to inserting a par-
ticle at 0, all the nP ≡

∑ℓ
j=1 nj ≈

∑ℓ
j=1(1 − sgn(εj))/2

particles on the path P have to move to the next negative
energy site closer to site i, cf. Fig. ??. Upon removing
the particle at site i, a ring exchange of nP particles
has been carried out in the ground state, which causes
the sign difference (−1)nP between bosonic and fermionic
amplitudes. This difference has important consequences
and will shed new light not only on strong localized in-
sulators, but also on the approach to delocalization.

Most importantly, Eq. (??) shows that for low energy
excitations ω → 0, in the absence of a magnetic field,
all paths contribute with a positive amplitude and there-
fore interfere constructively, unlike fermions. This differ-
ence manifests itself in completely opposite response to
a magnetic field. It is well known that hopping fermions
experience a negative MR due to the suppression of de-
structive interference [3, 5]. In contrast, we find the MR
of bosons to be strongly positive in the hopping regime
due to the phases in the hopping amplitudes. Indeed, the
latter reduce the constructive interference of paths that
connect low energy sites relevant for transport.
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i,0(t − t′) = −iΘ(t − t′)⟨{bi(t), b

†
0(t

′)}⟩ (6)

i
d

dt
GR

i,0(t − t′) = δ(t − t′)δi,0⟨[b0(0), b†0(0)]⟩ (7)

−iΘ(t − t′)⟨[[bi(t), H ], b†0(t
′)]⟩.

(

i
d

dt
− εi

)

GR
i,0(t) = δ(t)δi,0(1 − 2⟨n0⟩)

+iΘ(t − t′)

〈

⎡

⎣(−1)ni(t)
∑

j∈∂i

tijbj(t), b
†
0(t

′)

⎤

⎦

〉

(

i
d

dt
− εi

)

GR
i,0(t)

= δ(t)δi,0 + iΘ(t − t′)

〈

⎧

⎨

⎩

∑

j∈∂i

tijbj(t), b
†
0(t

′)

⎫

⎬

⎭

〉

= δ(t)δi,0 −
∑

j∈∂i

tijG
R
j,0(t)

[bi(t), H ] = εibi(t) − (−1)ni(t)
∑

j∈∂i

tijbj(t), (8)

(−1)ni(t) ≈ sign(εi) (9)

GR
i,0(ω) =

∫ ∞

−∞
GR

i,0(t)e
iωtdt (10)

ξ(ω)−1 = − lim
r⃗i→∞

ln[|GR
i,0(ω)/GR

0,0(ω)|]/|r⃗i − r⃗0| (11)

GR
i,0(ω)

GR
0,0(ω)

=
∑

P={j0=0,...,jℓ=i}

ℓ
∏

p=1

tjp−1,jp

1

εjp − ω

GR
i,0(ω)

GR
0,0(ω)

=
∑

P={j0=0,...,jℓ=i}

ℓ
∏

p=1

tjp−1,jp

sgn(εjp)

εjp − ω

ξB(ω < t) > ξF (12)

ξB(ω = 0) > ξB(ω ≫ t) ≈ ξF ≈ const. (13)

H = −
∑

⟨i,j⟩

Jij√
N

ninj −
t

N

∑

⟨i,j⟩

(b†jbi + b†ibj). (14)

The difference is simple to understand. In order to
observe a particle at site i, in response to inserting a par-
ticle at 0, all the nP ≡

∑ℓ
j=1 nj ≈

∑ℓ
j=1(1 − sgn(εj))/2

particles on the path P have to move to the next negative

J. Hubbard (1963): 
Equation of motion for 
Green’s function! 

Spivak, Shklovskii, Nguyen (1983) 

0 i 

Fourier transform → Anderson-Feynman sum over paths 
 

Anderson (1958) 

i d
dt
bi t( )

Forward scattering approximation:  Sum over shortest paths!  



Locator expansion and forward 
scattering 

 
Fermions 
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We study the strong localization of disordered bosons, motivated by recent experiments that
suggest a bosonic superconductor-insulator transition in strongly disordered films. In the insulator,
unlike for fermions, nearly all scattering paths between low-energy sites contribute constructively
interfering amplitudes to hopping matrix elements. The localization length of bosonic excitations
shrinks as the constructive interference is suppressed by a magnetic field, entailing a giant positive
magnetoresistance, opposite to the analogous effect in strongly localized fermions. In zero field, both
the localization length and the density of states are predicted to increase with decreasing energy.
Applied to hard core bosons on the Bethe lattice, our method shows that the superfluid emerges
out of an insulator without the closing of a mobility gap.

PACS numbers: 73.50.Jt, 74.81.Bd, 05.30.Jp, 72.20.Ee, 71.55.Jv

H =
∑

i

εini −
∑

⟨i,j⟩

tij(b
†
jbi + b†ibj), ni = b†i bi. (1)

[bi, bj] = 0, [b†i , bj] = δij(2ni − 1) (2)

{bi, bj} = 0, , {b†i , bj} = δij (3)

tij → te−iφij (4)

GR
i,0(t − t′) = −iΘ(t− t′)⟨[bi(t), b

†
0(t

′)]⟩ (5)

GR
i,0(t − t′) = −iΘ(t − t′)⟨{bi(t), b

†
0(t

′)}⟩ (6)

i
d

dt
GR

i,0(t − t′) = δ(t − t′)δi,0⟨[b0(0), b†0(0)]⟩ (7)

−iΘ(t − t′)⟨[[bi(t), H ], b†0(t
′)]⟩.

(

i
d

dt
− εi

)

GR
i,0(t) = δ(t)δi,0(1 − 2⟨n0⟩)

+iΘ(t− t′)

〈

[(−1)ni(t)
∑

j∈∂i

tijbj(t), b
†
0(t

′)]

〉

[bi(t), H ] = εibi(t) − (−1)ni(t)
∑

j∈∂i

tijbj(t), (8)

(−1)ni(t) ≈ sign(εi) (9)

GR
i,0(ω) =

∫ ∞

−∞
GR

i,0(t)e
iωtdt (10)

ξ(ω)−1 = − lim
r⃗i→∞

ln[|GR
i,0(ω)/GR

0,0(ω)|]/|r⃗i − r⃗0| (11)

GR
i,0(ω)

GR
0,0(ω)

=
∑

P={j0=0,...,jℓ=i}

ℓ
∏

p=1

tjp−1,jp

1

εjp − ω

GR
i,0(ω)

GR
0,0(ω)

=
∑

P={j0=0,...,jℓ=i}

ℓ
∏

p=1

tjp−1,jp

sgn(εjp)

εjp − ω

The difference is simple to understand. In order to
observe a particle at site i, in response to inserting a par-
ticle at 0, all the nP ≡

∑ℓ
j=1 nj ≈

∑ℓ
j=1(1 − sgn(εj))/2

particles on the path P have to move to the next negative
energy site closer to site i, cf. Fig. ??. Upon removing
the particle at site i, a ring exchange of nP particles
has been carried out in the ground state, which causes
the sign difference (−1)nP between bosonic and fermionic
amplitudes. This difference has important consequences
and will shed new light not only on strong localized in-
sulators, but also on the approach to delocalization.

Most importantly, Eq. (??) shows that for low energy
excitations ω → 0, in the absence of a magnetic field,
all paths contribute with a positive amplitude and there-
fore interfere constructively, unlike fermions. This differ-
ence manifests itself in completely opposite response to
a magnetic field. It is well known that hopping fermions
experience a negative MR due to the suppression of de-
structive interference [3, 5]. In contrast, we find the MR
of bosons to be strongly positive in the hopping regime
due to the phases in the hopping amplitudes. Indeed, the
latter reduce the constructive interference of paths that
connect low energy sites relevant for transport.

Spivak, Shklovskii, Nguyen (1983) 

Path amplitudes: real with random signs! 
 

B-field:                             makes destructive 
interference less likely →  ξ and 1/R increase. 
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We study the strong localization of disordered bosons, motivated by recent experiments that
suggest a bosonic superconductor-insulator transition in strongly disordered films. In the insulator,
unlike for fermions, nearly all scattering paths between low-energy sites contribute constructively
interfering amplitudes to hopping matrix elements. The localization length of bosonic excitations
shrinks as the constructive interference is suppressed by a magnetic field, entailing a giant positive
magnetoresistance, opposite to the analogous effect in strongly localized fermions. In zero field, both
the localization length and the density of states are predicted to increase with decreasing energy.
Applied to hard core bosons on the Bethe lattice, our method shows that the superfluid emerges
out of an insulator without the closing of a mobility gap.
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H =
∑

i

εini −
∑

⟨i,j⟩

tij(b
†
jbi + b†ibj), ni = b†i bi. (1)

[bi, bj] = 0, [b†i , bj] = δij(2ni − 1) (2)

{bi, bj} = 0, , {b†i , bj} = δij (3)

tij → te−iφij (4)

GR
i,0(t − t′) = −iΘ(t− t′)⟨[bi(t), b

†
0(t

′)]⟩ (5)

GR
i,0(t − t′) = −iΘ(t − t′)⟨{bi(t), b

†
0(t

′)}⟩ (6)

i
d

dt
GR

i,0(t − t′) = δ(t − t′)δi,0⟨[b0(0), b†0(0)]⟩ (7)

−iΘ(t − t′)⟨[[bi(t), H ], b†0(t
′)]⟩.

(

i
d

dt
− εi

)

GR
i,0(t) = δ(t)δi,0(1 − 2⟨n0⟩)

+iΘ(t− t′)

〈

[(−1)ni(t)
∑

j∈∂i

tijbj(t), b
†
0(t

′)]

〉

[bi(t), H ] = εibi(t) − (−1)ni(t)
∑

j∈∂i

tijbj(t), (8)

(−1)ni(t) ≈ sign(εi) (9)

GR
i,0(ω) =

∫ ∞

−∞
GR

i,0(t)e
iωtdt (10)

ξ(ω)−1 = − lim
r⃗i→∞

ln[|GR
i,0(ω)/GR

0,0(ω)|]/|r⃗i − r⃗0| (11)

GR
i,0(ω)

GR
0,0(ω)

=
∑

P={j0=0,...,jℓ=i}

ℓ
∏

p=1

tjp−1,jp

1

εjp − ω

GR
i,0(ω)

GR
0,0(ω)

=
∑

P={j0=0,...,jℓ=i}

ℓ
∏

p=1

tjp−1,jp

sgn(εjp)

εjp − ω

The difference is simple to understand. In order to
observe a particle at site i, in response to inserting a par-
ticle at 0, all the nP ≡

∑ℓ
j=1 nj ≈

∑ℓ
j=1(1 − sgn(εj))/2

particles on the path P have to move to the next negative
energy site closer to site i, cf. Fig. ??. Upon removing
the particle at site i, a ring exchange of nP particles
has been carried out in the ground state, which causes
the sign difference (−1)nP between bosonic and fermionic
amplitudes. This difference has important consequences
and will shed new light not only on strong localized in-
sulators, but also on the approach to delocalization.

Most importantly, Eq. (??) shows that for low energy
excitations ω → 0, in the absence of a magnetic field,
all paths contribute with a positive amplitude and there-
fore interfere constructively, unlike fermions. This differ-
ence manifests itself in completely opposite response to
a magnetic field. It is well known that hopping fermions
experience a negative MR due to the suppression of de-
structive interference [3, 5]. In contrast, we find the MR
of bosons to be strongly positive in the hopping regime
due to the phases in the hopping amplitudes. Indeed, the
latter reduce the constructive interference of paths that
connect low energy sites relevant for transport.

Magnetoresistance: negative (Nguyen, Spivak, Shklovskii) 

0 i 

Forward scattering approximation:  Sum over shortest paths!  



Locator expansion and forward 
scattering 
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We study the strong localization of disordered bosons, motivated by recent experiments that
suggest a bosonic superconductor-insulator transition in strongly disordered films. In the insulator,
unlike for fermions, nearly all scattering paths between low-energy sites contribute constructively
interfering amplitudes to hopping matrix elements. The localization length of bosonic excitations
shrinks as the constructive interference is suppressed by a magnetic field, entailing a giant positive
magnetoresistance, opposite to the analogous effect in strongly localized fermions. In zero field, both
the localization length and the density of states are predicted to increase with decreasing energy.
Applied to hard core bosons on the Bethe lattice, our method shows that the superfluid emerges
out of an insulator without the closing of a mobility gap.

PACS numbers: 73.50.Jt, 74.81.Bd, 05.30.Jp, 72.20.Ee, 71.55.Jv

H =
∑

i

εini −
∑

⟨i,j⟩

tij(b
†
jbi + b†ibj), ni = b†i bi. (1)

[bi, bj] = 0, [b†i , bj] = δij(2ni − 1) (2)

{bi, bj} = 0, , {b†i , bj} = δij (3)

tij → te−iφij (4)

GR
i,0(t − t′) = −iΘ(t− t′)⟨[bi(t), b

†
0(t

′)]⟩ (5)

GR
i,0(t − t′) = −iΘ(t − t′)⟨{bi(t), b

†
0(t

′)}⟩ (6)

i
d

dt
GR

i,0(t − t′) = δ(t − t′)δi,0⟨[b0(0), b†0(0)]⟩ (7)

−iΘ(t − t′)⟨[[bi(t), H ], b†0(t
′)]⟩.

(

i
d

dt
− εi

)

GR
i,0(t) = δ(t)δi,0(1 − 2⟨n0⟩)

+iΘ(t − t′)

〈

⎡

⎣(−1)ni(t)
∑

j∈∂i

tijbj(t), b
†
0(t

′)

⎤

⎦

〉

≈ δ(t)δi,0(1 − 2⟨n0⟩) − sgn(εi)
∑

j∈∂i

tijG
R
j,0(t)

(

i
d

dt
− εi

)

GR
i,0(t)

= δ(t)δi,0 + iΘ(t − t′)

〈

⎧

⎨

⎩

∑

j∈∂i

tijbj(t), b
†
0(t

′)

⎫

⎬

⎭

〉

= δ(t)δi,0 −
∑

j∈∂i

tijG
R
j,0(t)

[bi(t), H ] = εibi(t) − (−1)ni(t)
∑

j∈∂i

tijbj(t), (8)

(−1)ni(t) ≈ sign(εi) (9)

GR
i,0(ω) =

∫ ∞

−∞
GR

i,0(t)e
iωtdt (10)

ξ(ω)−1 = − lim
r⃗i→∞

ln[|GR
i,0(ω)/GR

0,0(ω)|]/|r⃗i − r⃗0| (11)

GR
i,0(ω)

GR
0,0(ω)

=
∑

P={j0=0,...,jℓ=i}

ℓ
∏

p=1

tjp−1,jp

1

εjp − ω

GR
i,0(ω)

GR
0,0(ω)

=
∑

P={j0=0,...,jℓ=i}

ℓ
∏

p=1

tjp−1,jp

sgn(εjp)

εjp − ω

ξB(ω < t) > ξF (12)

ξB(ω = 0) > ξB(ω ≫ t) ≈ ξF ≈ const. (13)

 
Bosons 

(hard core) 

Forward scattering:  Sum over shortest paths, lowest order in t!  

Giant positive magnetoresistance and localization in bosonic insulators

Markus Müller1

1The Abdus Salam International Center for Theoretical Physics, Strada Costiera 11, 34151 Trieste, Italy
(Dated: August 19, 2011)

We study the strong localization of disordered bosons, motivated by recent experiments that
suggest a bosonic superconductor-insulator transition in strongly disordered films. In the insulator,
unlike for fermions, nearly all scattering paths between low-energy sites contribute constructively
interfering amplitudes to hopping matrix elements. The localization length of bosonic excitations
shrinks as the constructive interference is suppressed by a magnetic field, entailing a giant positive
magnetoresistance, opposite to the analogous effect in strongly localized fermions. In zero field, both
the localization length and the density of states are predicted to increase with decreasing energy.
Applied to hard core bosons on the Bethe lattice, our method shows that the superfluid emerges
out of an insulator without the closing of a mobility gap.

PACS numbers: 73.50.Jt, 74.81.Bd, 05.30.Jp, 72.20.Ee, 71.55.Jv

H =
∑

i

εini −
∑

⟨i,j⟩

tij(b
†
jbi + b†ibj), ni = b†i bi. (1)

[bi, bj] = 0, [b†i , bj] = δij(2ni − 1) (2)

{bi, bj} = 0, , {b†i , bj} = δij (3)

tij → te−iφij (4)

GR
i,0(t − t′) = −iΘ(t− t′)⟨[bi(t), b

†
0(t

′)]⟩ (5)

GR
i,0(t − t′) = −iΘ(t − t′)⟨{bi(t), b

†
0(t

′)}⟩ (6)

i
d

dt
GR

i,0(t − t′) = δ(t − t′)δi,0⟨[b0(0), b†0(0)]⟩ (7)

−iΘ(t − t′)⟨[[bi(t), H ], b†0(t
′)]⟩.

(

i
d

dt
− εi

)

GR
i,0(t) = δ(t)δi,0(1 − 2⟨n0⟩)

+iΘ(t− t′)

〈

[(−1)ni(t)
∑

j∈∂i

tijbj(t), b
†
0(t

′)]

〉

[bi(t), H ] = εibi(t) − (−1)ni(t)
∑

j∈∂i

tijbj(t), (8)

(−1)ni(t) ≈ sign(εi) (9)

GR
i,0(ω) =

∫ ∞

−∞
GR

i,0(t)e
iωtdt (10)

ξ(ω)−1 = − lim
r⃗i→∞

ln[|GR
i,0(ω)/GR

0,0(ω)|]/|r⃗i − r⃗0| (11)

GR
i,0(ω)

GR
0,0(ω)

=
∑

P={j0=0,...,jℓ=i}

ℓ
∏

p=1

tjp−1,jp

1

εjp − ω

GR
i,0(ω)

GR
0,0(ω)

=
∑

P={j0=0,...,jℓ=i}

ℓ
∏

p=1

tjp−1,jp

sgn(εjp)

εjp − ω

The difference is simple to understand. In order to
observe a particle at site i, in response to inserting a par-
ticle at 0, all the nP ≡

∑ℓ
j=1 nj ≈

∑ℓ
j=1(1 − sgn(εj))/2

particles on the path P have to move to the next negative
energy site closer to site i, cf. Fig. ??. Upon removing
the particle at site i, a ring exchange of nP particles
has been carried out in the ground state, which causes
the sign difference (−1)nP between bosonic and fermionic
amplitudes. This difference has important consequences
and will shed new light not only on strong localized in-
sulators, but also on the approach to delocalization.

Most importantly, Eq. (??) shows that for low energy
excitations ω → 0, in the absence of a magnetic field,
all paths contribute with a positive amplitude and there-
fore interfere constructively, unlike fermions. This differ-
ence manifests itself in completely opposite response to
a magnetic field. It is well known that hopping fermions
experience a negative MR due to the suppression of de-
structive interference [3, 5]. In contrast, we find the MR
of bosons to be strongly positive in the hopping regime
due to the phases in the hopping amplitudes. Indeed, the
latter reduce the constructive interference of paths that
connect low energy sites relevant for transport.

Sign difference Bosons/Fermions: 
Loop of two paths: 
Ring exchange of particles  

0 i 0 i 

MM (EPL ‘13)  
X. Yu, MM, Ann. Phys ‘13 
Equation of motion 
for Green’s function! 
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We study the strong localization of disordered bosons, motivated by recent experiments that
suggest a bosonic superconductor-insulator transition in strongly disordered films. In the insulator,
unlike for fermions, nearly all scattering paths between low-energy sites contribute constructively
interfering amplitudes to hopping matrix elements. The localization length of bosonic excitations
shrinks as the constructive interference is suppressed by a magnetic field, entailing a giant positive
magnetoresistance, opposite to the analogous effect in strongly localized fermions. In zero field, both
the localization length and the density of states are predicted to increase with decreasing energy.
Applied to hard core bosons on the Bethe lattice, our method shows that the superfluid emerges
out of an insulator without the closing of a mobility gap.
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H =
∑

i

εini −
∑

⟨i,j⟩

tij(b
†
jbi + b†ibj), ni = b†i bi. (1)

[bi, bj] = 0, [b†i , bj] = δij(2ni − 1) (2)

{bi, bj} = 0, , {b†i , bj} = δij (3)

tij → te−iφij (4)

GR
i,0(t − t′) = −iΘ(t− t′)⟨[bi(t), b

†
0(t

′)]⟩ (5)

GR
i,0(t − t′) = −iΘ(t − t′)⟨{bi(t), b

†
0(t

′)}⟩ (6)

i
d

dt
GR

i,0(t − t′) = δ(t − t′)δi,0⟨[b0(0), b†0(0)]⟩ (7)

−iΘ(t − t′)⟨[[bi(t), H ], b†0(t
′)]⟩.

(

i
d

dt
− εi

)

GR
i,0(t) = δ(t)δi,0(1 − 2⟨n0⟩)

+iΘ(t− t′)

〈

[(−1)ni(t)
∑

j∈∂i

tijbj(t), b
†
0(t

′)]

〉

[bi(t), H ] = εibi(t) − (−1)ni(t)
∑

j∈∂i

tijbj(t), (8)

(−1)ni(t) ≈ sign(εi) (9)

GR
i,0(ω) =

∫ ∞

−∞
GR

i,0(t)e
iωtdt (10)

ξ(ω)−1 = − lim
r⃗i→∞

ln[|GR
i,0(ω)/GR

0,0(ω)|]/|r⃗i − r⃗0| (11)

GR
i,0(ω)

GR
0,0(ω)

=
∑

P={j0=0,...,jℓ=i}

ℓ
∏

p=1

tjp−1,jp

1

εjp − ω

GR
i,0(ω)

GR
0,0(ω)

=
∑

P={j0=0,...,jℓ=i}

ℓ
∏

p=1

tjp−1,jp

sgn(εjp)

εjp − ω

The difference is simple to understand. In order to
observe a particle at site i, in response to inserting a par-
ticle at 0, all the nP ≡

∑ℓ
j=1 nj ≈

∑ℓ
j=1(1 − sgn(εj))/2

particles on the path P have to move to the next negative
energy site closer to site i, cf. Fig. ??. Upon removing
the particle at site i, a ring exchange of nP particles
has been carried out in the ground state, which causes
the sign difference (−1)nP between bosonic and fermionic
amplitudes. This difference has important consequences
and will shed new light not only on strong localized in-
sulators, but also on the approach to delocalization.

Most importantly, Eq. (??) shows that for low energy
excitations ω → 0, in the absence of a magnetic field,
all paths contribute with a positive amplitude and there-
fore interfere constructively, unlike fermions. This differ-
ence manifests itself in completely opposite response to
a magnetic field. It is well known that hopping fermions
experience a negative MR due to the suppression of de-
structive interference [3, 5]. In contrast, we find the MR
of bosons to be strongly positive in the hopping regime
due to the phases in the hopping amplitudes. Indeed, the
latter reduce the constructive interference of paths that
connect low energy sites relevant for transport.

i 0 i 0 

Locator expansion and forward 
scattering 

 
Bosons 

(hard core) 

Forward scattering:  Sum over shortest paths, lowest order in t!  
Sign difference Bosons/Fermions: 
Loop of two paths: 
Ring exchange of particles  

Path amplitudes: all positive at (ω → 0) ! 
 

B-field:                               destroys constructive 
interference, ξ and 1/R decrease. 
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We study the strong localization of disordered bosons, motivated by recent experiments that
suggest a bosonic superconductor-insulator transition in strongly disordered films. In the insulator,
unlike for fermions, nearly all scattering paths between low-energy sites contribute constructively
interfering amplitudes to hopping matrix elements. The localization length of bosonic excitations
shrinks as the constructive interference is suppressed by a magnetic field, entailing a giant positive
magnetoresistance, opposite to the analogous effect in strongly localized fermions. In zero field, both
the localization length and the density of states are predicted to increase with decreasing energy.
Applied to hard core bosons on the Bethe lattice, our method shows that the superfluid emerges
out of an insulator without the closing of a mobility gap.

PACS numbers: 73.50.Jt, 74.81.Bd, 05.30.Jp, 72.20.Ee, 71.55.Jv

H =
∑

i

εini −
∑

⟨i,j⟩

tij(b
†
jbi + b†ibj), ni = b†i bi. (1)

[bi, bj] = 0, [b†i , bj] = δij(2ni − 1) (2)

{bi, bj} = 0, , {b†i , bj} = δij (3)

tij → te−iφij (4)

GR
i,0(t − t′) = −iΘ(t− t′)⟨[bi(t), b

†
0(t

′)]⟩ (5)

GR
i,0(t − t′) = −iΘ(t − t′)⟨{bi(t), b

†
0(t

′)}⟩ (6)

i
d

dt
GR

i,0(t − t′) = δ(t − t′)δi,0⟨[b0(0), b†0(0)]⟩ (7)

−iΘ(t − t′)⟨[[bi(t), H ], b†0(t
′)]⟩.

(

i
d

dt
− εi

)

GR
i,0(t) = δ(t)δi,0(1 − 2⟨n0⟩)

+iΘ(t− t′)

〈

[(−1)ni(t)
∑

j∈∂i

tijbj(t), b
†
0(t

′)]

〉

[bi(t), H ] = εibi(t) − (−1)ni(t)
∑

j∈∂i

tijbj(t), (8)

(−1)ni(t) ≈ sign(εi) (9)

GR
i,0(ω) =

∫ ∞

−∞
GR

i,0(t)e
iωtdt (10)

ξ(ω)−1 = − lim
r⃗i→∞

ln[|GR
i,0(ω)/GR

0,0(ω)|]/|r⃗i − r⃗0| (11)

GR
i,0(ω)

GR
0,0(ω)

=
∑

P={j0=0,...,jℓ=i}

ℓ
∏

p=1

tjp−1,jp

1

εjp − ω

GR
i,0(ω)

GR
0,0(ω)

=
∑

P={j0=0,...,jℓ=i}

ℓ
∏

p=1

tjp−1,jp

sgn(εjp)

εjp − ω

The difference is simple to understand. In order to
observe a particle at site i, in response to inserting a par-
ticle at 0, all the nP ≡

∑ℓ
j=1 nj ≈

∑ℓ
j=1(1 − sgn(εj))/2

particles on the path P have to move to the next negative
energy site closer to site i, cf. Fig. ??. Upon removing
the particle at site i, a ring exchange of nP particles
has been carried out in the ground state, which causes
the sign difference (−1)nP between bosonic and fermionic
amplitudes. This difference has important consequences
and will shed new light not only on strong localized in-
sulators, but also on the approach to delocalization.

Most importantly, Eq. (??) shows that for low energy
excitations ω → 0, in the absence of a magnetic field,
all paths contribute with a positive amplitude and there-
fore interfere constructively, unlike fermions. This differ-
ence manifests itself in completely opposite response to
a magnetic field. It is well known that hopping fermions
experience a negative MR due to the suppression of de-
structive interference [3, 5]. In contrast, we find the MR
of bosons to be strongly positive in the hopping regime
due to the phases in the hopping amplitudes. Indeed, the
latter reduce the constructive interference of paths that
connect low energy sites relevant for transport.

Magnetoresistance: positive cf also Zhou, Spivak (1991) 
Syzranov et al (2012) 
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all paths contribute with a positive amplitude and there-
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a magnetic field. It is well known that hopping fermions
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Bosons vs fermions? 

Bosons: Change in localization length is ~7 times bigger than fermions! 
Exponentially strong effect on resistance! 
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εi ∈ [−W,W ]. We take W = 1 as the energy unit and
consider weak nearest-neighbor tunneling, t ≪ W . We
fix the chemical potential to µ = 0 to study a half-filled
impurity band. A perpendicular magnetic field is intro-
duced via the vector potential A = Bx ey, with B being
the flux per plaquette in units of the flux quantum.
We now focus on the spatial structure of an excita-

tion localized around site i. It is characterized by the
residue of the pole at ω ≈ ϵi of the retarded Green’s
function GR

j,i(ω) = −i
∫∞
0 dteiωt⟨[cj(t), c

†
i (0)]⟩. Its decay

away from the site i defines a localization length. Deep
in the insulating regime, GR

i,j can be evaluated using a
locator expansion [16]. To leading order in small hopping
one obtains a sum over all paths Γ of shortest length [4],
dist(ij) (referring to Fig. 1, only steps going to the right
are allowed)

Sji(B) ≡
1

tdist(ij)
GR

j,i(ω)

GR
i,i(ω)

∣

∣

∣

∣

∣

ω→εi

=
∑

Γ

eiΦΓ(B)JΓ(ω = εi).(2)

This is closely analogous to the sum over paths for
fermions [1]. Each path Γ contributes with an amplitude

JΓ(ω) =
∏

k∈Γ\{i}

sgn(εk)

εk − ω
. (3)

and an accumulated phase ΦΓ(B) =
∫

Γ dr · A. On av-
erage, the larger the excitation energy εi, the faster the
spatial decay of |Sji| [16]. Henceforth, we focus on low-
frequency excitations (relevant for transport at low T )
and hence set εi to zero.
Within this “forward-scattering approximation” [4],

justified for t ≪ W , bosons and fermions differ only
by the presence and absence (respectively) of the fac-
tor sgn(εk) in the amplitudes (3). For bosons, they
are all positive for εi = 0. A magnetic field destroys
this complete constructive interference, and thus local-
izes the wavefunction more [16, 18, 22]. In contrast,
typical fermionic problems [4] feature amplitudes which
vary in sign, depending on the number of sites on the
path with εi < µ which are occupied in the ground state.
In this case the dominant effect of a magnetic field lies
in destroying negative interferences of competing paths,
which tends to delocalize the wave function slightly. Both
cases are readily amenable to efficient numerical studies
via transfer matrices [4, 17], which we use below. The
results shown in Fig. 2 illustrate the opposite trends.
The relevant quantity for transport is the typical spa-

tial decay of localized excitations. Therefore one focuses
on the (typical) magnetoconductance, defined as [4]

∆σN (B) = exp
(

ln[|Sji(B)/Sji(0)|]
)

, N ≡ dist(ij), (4)

where the overbar denotes the disorder average. We take
(i, j) on opposite corners of a square [23] (cf. Fig. 1).
The linear variation with distance in Fig. 2 shows that

x

y
Γ

Γ

1

2

ji

ℓ

ℓ
2/3

FIG. 1. The approximation of directed propagation [4] maps
the wavefunction to a directed polymer. The droplet pic-
ture suggests that traces of localized wavefunctions, or low
energy polymer configurations, form a string of loops of com-
peting/interfering paths. Relevant loops of size ℓ have trans-
verse roughness ∼ ℓζ=2/3). They are rare, being separated by
a typical distance ℓ1+θ = ℓ2ζ ≫ ℓ. Two competing paths Γ1,2

are shown, and the loops/droplets they form.
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FIG. 2. Magnetoconductance of fermions and bosons as a
function of distance N in a half filled impurity band (µ =
0). The linear dependence implies that the magnetic flux B
changes the localization length ξ. While it increases slightly
for fermions, it shrinks rather substantially in bosons.

at large scales B changes the typical decay rate (inverse
localization length 1/ξ) of the excitations.
Numerical evaluation- One numerically evaluates

Sji(B) ≡ Sxj,yj (B) (with i as origin) by recursion

Sx+1,y(B) = Vx+1,y

[

eiφ−Sx,y−1(B) + eiφ+Sx,y+1(B)
]

(5)

with φ± =
∫

Γ±
A·dr, where Γ± : (x, y±1) → (x+1, y) are

straight paths along the lattice links and Vx,y = 1/|εx,y|.
∆σN (B) evaluated from this varies as B2N3 for small
(B,N) and shows a sharp crossover to NB4/5 at larger
fields/distances (cf. Fig. 3). The data for different N is
found to collapse onto a scaling function

ln∆σN (B) = N−1/3Φ
(

NB
3/5
)

, (6)

Φ(x ≪ 1) = b1x
10/3 ; Φ(x ≫ 1) = b2x

4/3.

with b1 ≈ 0.31, b2 ≈ 0.56. This scaling is expected theo-
retically from DPRM physics, as we explain below.
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Magnetoresistance peak 

Local pairs = bosons  
→ exponentially positive MR  

Unpaired fermions 
→ exponentially negative MR  

One ingredient to MR peak in 
superconducting films: 

Hebard+Palaanen, 
Gantmakher et al.,  
Shahar et al,  
Baturina et al, W. Wu,  
Valles et al., Goldman et al.  

Is that really the main ingredient? NO! See part III 
 

Sambandamurthy, 
Shahar et al. 
(2005) - InOx  



Before turning to the Pair-electron 
crossover: 

 
II. Transport puzzles in the Bose glass 

 



Puzzles 
 

1.  Experiment: Simple activation in R(T);  
      [and possibly precursor traces of MBL??] 

2. Evidence for purely electronic transport mechanism 
           R(T) = R(Telectron)   not R(Tphonon) !  

Demonstrated via overheating instability of electrons 
                 →  Phonon-less transport!  

                  Shahar et al.; Kravtsov et al. 
 
Mechanism? 



Activated transport near the SIT 
D. Shahar, Z. Ovadyahu, PRB 46, 10971 (1992). 

D. Kowal and Z. Ovadyahu, Sol. St. Comm. 90, 783 (1994). 

Insulating InOx 

Activation 
energy 

increases with 
distance to SIT 

Tc 

( ) ⎥⎦
⎤

⎢⎣
⎡ Δ−=
T

RTR exp0

Δ 
Simple activation! 



MBL in the pair insulator? 
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In superconductors the zero-resistance current-flow is protected from dissipation at finite tem-
peratures (T ) by virtue of the short-circuit condition maintained by the electrons that remain in
the condensed state. The recently suggested finite-T insulator and the “superinsulating” phase are
di↵erent because any residual mechanism of conduction will eventually become dominant as the
finite-T insulator sets-in. If the residual conduction is small it may be possible to observe the tran-
sition to these intriguing states. We show that the conductivity of the high magnetic-field insulator
terminating superconductivity in amorphous indium-oxide exhibits an abrupt drop, and seem to
approach a zero conductance at T < 0.04 K. We discuss our results in the light of theories that lead
to a finite-T insulator.

In 2005, two theoretical groups[1, 2] considered a dis-
ordered, strongly interacting, many-body system of elec-
trons that is not coupled to an external environment
(phonons). They posed the fundamental question of
whether thermal excitations, which are essential to the
mechanism of charge transport, can equilibrate via the
interaction with the electron bath or stay frozen as a
consequence of, what they termed, the many-body lo-
calization (MBL). Their analyses indicated that in such
a system an insulating, zero conductance (�), state is
identified at finite-T up to a well-defined critical T , T ⇤.
Numerical calculations[3, 4] based on the analytical ap-
proach of Ref.[1] provide ambiguous results regarding the
existence of such a phase at nonzero T ’s.

In order to experimentally search for this finite-T insu-
lator, it was later suggested[5], one should look in disor-
dered systems in which the electrons decouple, at low T ,
from the phonons. A clear signature of this decoupling is
the appearance of discontinuities in the current-voltage
(I-V ) characteristics[6] that result from bi-stability of the
electrons T (Te) under V -bias conditions.

We focus on highly disordered superconductors that,
at high magnetic-field (B), undergo a superconductor-
insulator transition (SIT)[7, 8]. The SIT is a quan-
tum phase transition[9] that can be driven by B[10–12],
disorder[13], thickness[14], gate voltage[15] or other pa-
rameters in the Hamiltonian. It is observed in variety
of systems[10–12, 14, 16] and by various experimental
techniques[10, 17, 18].

In the B-driven SIT the superconductor goes into an
insulating phase at a critical B, BC . In many cases[11,
17, 19–22] strong insulating behavior is seen only over
a narrow range of B to form an “insulating peak” (see
figure 1). Both theoretical[23, 24] and experimental[20,
22, 25] studies associate the insulating peak with Cooper-
pair localization.

To characterize this B-induced insulating peak, we[25]
studied its I-V characteristics and found that they ex-
hibit a discontinuous jump in I of more than 4 orders

1.0

0.8

0.6

0.4

0.2

0

R
 (1

012
 

)

121086420
B (T)

S1aHiR
T=0.1 K
T=0.08 K

Figure 1: Insulating peak. R(B) isotherms from
B=0.5 to 12 T, measured at T=0.1 K (red) and
T = 0.08 K (blue). Both show the peak at B=5 T. The
data (triangles) were extrapolated from I-V scans.
Data is taken from our main results shown in figure 2.
[Left inset]: Superconducting phase transition at B = 0
with Tc ⇡ 1.1 K. [Top right inset]: I-V characteristic
measured at B=0.55 T and T=13 mK showing the
abrupt jump of more than 4 orders of magnitude in I at
a particular threshold V . [Bottom right inset]: The
same set of data as in the main figure using log scale for
R. In all figures, except for the left inset, the lines are
guides to the eye.

of magnitude as a threshold V , Vth, is exceeded (see top
right inset of figure 1). This finding[26, 27] was theoret-
ically linked[28] to the formation of a ‘superinsulating’
state that in a manner akin, but opposite, to supercon-
ductivity is characterized by an abrupt vanishing of � at
low V -bias.

An alternative view of the discontinuous I-V charac-
teristics was o↵ered by Altshuler et al.[29] who analyzed
the steady state heat balance in the insulating-peak re-
gion under V -bias. They suggested that the I jumps
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resulted from bi-stability of Te that, at low T , can be
very di↵erent from the T of the host phonons (Tph). We
followed this theoretical work with a systematic study
and obtained a good agreement[30]. We were also able
to estimate the T dependence of the e-ph scattering rate,
⌧e�ph, on the high B side of the insulating peak and found
a rather strong dependence of ⌧e�ph ⇠ T

�4, which is in
agreement with the modified dirty metal model[29, 31].
The success of this theoretical description provides an es-
sential indication that, in our regime of measurements,
the electrons are decoupled from the phonons.

The realization that our samples exhibit a strongly T -
dependent insulating behavior with diminishing e-ph cou-
pling motivated us to conduct a systematic study of their
Ohmic transport at very low T (T < 0.3 K). In order to
achieve that, we had to greatly improve our ability to
measure very high sheet resistance (R). While our ear-
lier studies[21] were limited to R up to 109 ⌦, several
improvements (described in the supplementary materi-
als) extended the range of our measurements to 1012 ⌦.
These improvements enabled the results that follow.

The data presented here are obtained from the sam-
ple S1aHiR, a thin film of a:InO, patterned in Hall bar
geometry, 0.5 ⇥ 0.25 mm2 in size. The sample is super-
conducting at B=0 with a Tc ⇡ 1.1 K (see left inset of
figure 1) and undergoes a B-driven SIT. In figure 1 we
show two isotherms of R in the insulating region, as a
function of B from 0.5 to 12 T, at T=0.08 and 0.1 K.
Both show the insulating peak at 5 T. Due to technical
reasons we were unable to pinpoint the Bc of our sample
but located it to be between 0.16 and 0.4 T. The sample
exhibited the thermal bi-stability in the insulating phase
as evident by a typical I-V characteristic[30], at B=0.55
T and T=13 mK, shown in top right inset of figure 1.

Our main results are presented in figure 2 where we
plot the T -dependence of R at various B’s, from 0.5-12
T, spanning the insulating peak. Depending on the R-
range, measurements were done using two di↵erent tech-
niques. For the moderate-R range (R < 108 ⌦) data
were obtained by continuous two-terminal measurements
(solid lines), whereas for R > 108 ⌦ each datum (marker)
was obtained from a full I-V scan (see methods). The
dashed lines joining the markers are guides to the eye.

Based on earlier studies which were limited to a
much lower R-range, we were anticipating activated
behavior[21, 26] and adopted an Arrhenius form to
present our data. However, the broad range of R in this
study brings about the observation of clear deviations
from activated transport. While the low R (R < 106 ⌦)
data are still consistent with activated behavior (for ref-
erence we added a dashed black straight line, indicating
activated behavior in figure 2) the high R data, o↵ering
several orders of magnitude broader range, clearly are
not.

The deviations, seen in allB values of figure 2, crucially
di↵er depending on the value of B. At the high B’s,
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Figure 2: T dependence of R using Arrhenius

mapping. R (in log scale) vs. 1/T at di↵erent B’s
ranging from 0.5 to 12 T. The solid lines represent data
acquired by two-terminal measurements, while data
obtained from I-V scans are shown as markers. The
dashed lines joining the markers are guides to the eye.
The dashed black line demonstrates how an activated
behavior should appear in an Arrhenius plot.

the convex shape of the curve indicates sub-activation
behavior. This behavior is illustrated in figure 3(a) where
R(B=12 T) is plotted (in red), using a logarithmic scale,
vs. T

�1/2. The data convincingly follow a straight line
over our full T -range indicating,

R(T ) = RESexp[(
TES

T

)1/2]. (1)

This is consistent with the Efros-Shklovskii (ES) vari-
able range hopping (VRH) mechanism of transport[32].
TES and RES are the ES temperature (TES=14.8 K) and
pre-factor respectively. This dependence holds, with in-
creasing TES , for B’s down to the peak position (at B=5
T, TES= 23.6 K).
The picture changes dramatically at lower B’s, ap-

proaching the SIT (0.5 < B < 2 T). An attempt, shown
in blue in figure 3(a), to plot data taken in this B range
using the ES form clearly fails. A simple activated form
is also inadequate as the data clearly appear concave (see
figure 2).
The concave curvature evident in the B < 2 T data of

figure 2 signals an unusual, faster than exponential[33],
R(T ) dependence. The anomaly is clearly seen when we
plot, in figure 3(b), � (� = 1

R ) as a function of T at

1.  Interpretation: 
  
Maybe just simple activation with 
anomalously small prefactor  
                             

                          ? 
 
[Expected from asymptotic 
“MBL” with “bubbles”] 

R0 ~
RQ
104
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In superconductors the zero-resistance current-flow is protected from dissipation at finite tem-
peratures (T ) by virtue of the short-circuit condition maintained by the electrons that remain in
the condensed state. The recently suggested finite-T insulator and the “superinsulating” phase are
di↵erent because any residual mechanism of conduction will eventually become dominant as the
finite-T insulator sets-in. If the residual conduction is small it may be possible to observe the tran-
sition to these intriguing states. We show that the conductivity of the high magnetic-field insulator
terminating superconductivity in amorphous indium-oxide exhibits an abrupt drop, and seem to
approach a zero conductance at T < 0.04 K. We discuss our results in the light of theories that lead
to a finite-T insulator.

In 2005, two theoretical groups[1, 2] considered a dis-
ordered, strongly interacting, many-body system of elec-
trons that is not coupled to an external environment
(phonons). They posed the fundamental question of
whether thermal excitations, which are essential to the
mechanism of charge transport, can equilibrate via the
interaction with the electron bath or stay frozen as a
consequence of, what they termed, the many-body lo-
calization (MBL). Their analyses indicated that in such
a system an insulating, zero conductance (�), state is
identified at finite-T up to a well-defined critical T , T ⇤.
Numerical calculations[3, 4] based on the analytical ap-
proach of Ref.[1] provide ambiguous results regarding the
existence of such a phase at nonzero T ’s.

In order to experimentally search for this finite-T insu-
lator, it was later suggested[5], one should look in disor-
dered systems in which the electrons decouple, at low T ,
from the phonons. A clear signature of this decoupling is
the appearance of discontinuities in the current-voltage
(I-V ) characteristics[6] that result from bi-stability of the
electrons T (Te) under V -bias conditions.

We focus on highly disordered superconductors that,
at high magnetic-field (B), undergo a superconductor-
insulator transition (SIT)[7, 8]. The SIT is a quan-
tum phase transition[9] that can be driven by B[10–12],
disorder[13], thickness[14], gate voltage[15] or other pa-
rameters in the Hamiltonian. It is observed in variety
of systems[10–12, 14, 16] and by various experimental
techniques[10, 17, 18].

In the B-driven SIT the superconductor goes into an
insulating phase at a critical B, BC . In many cases[11,
17, 19–22] strong insulating behavior is seen only over
a narrow range of B to form an “insulating peak” (see
figure 1). Both theoretical[23, 24] and experimental[20,
22, 25] studies associate the insulating peak with Cooper-
pair localization.

To characterize this B-induced insulating peak, we[25]
studied its I-V characteristics and found that they ex-
hibit a discontinuous jump in I of more than 4 orders
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Figure 1: Insulating peak. R(B) isotherms from
B=0.5 to 12 T, measured at T=0.1 K (red) and
T = 0.08 K (blue). Both show the peak at B=5 T. The
data (triangles) were extrapolated from I-V scans.
Data is taken from our main results shown in figure 2.
[Left inset]: Superconducting phase transition at B = 0
with Tc ⇡ 1.1 K. [Top right inset]: I-V characteristic
measured at B=0.55 T and T=13 mK showing the
abrupt jump of more than 4 orders of magnitude in I at
a particular threshold V . [Bottom right inset]: The
same set of data as in the main figure using log scale for
R. In all figures, except for the left inset, the lines are
guides to the eye.

of magnitude as a threshold V , Vth, is exceeded (see top
right inset of figure 1). This finding[26, 27] was theoret-
ically linked[28] to the formation of a ‘superinsulating’
state that in a manner akin, but opposite, to supercon-
ductivity is characterized by an abrupt vanishing of � at
low V -bias.

An alternative view of the discontinuous I-V charac-
teristics was o↵ered by Altshuler et al.[29] who analyzed
the steady state heat balance in the insulating-peak re-
gion under V -bias. They suggested that the I jumps
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resulted from bi-stability of Te that, at low T , can be
very di↵erent from the T of the host phonons (Tph). We
followed this theoretical work with a systematic study
and obtained a good agreement[30]. We were also able
to estimate the T dependence of the e-ph scattering rate,
⌧e�ph, on the high B side of the insulating peak and found
a rather strong dependence of ⌧e�ph ⇠ T

�4, which is in
agreement with the modified dirty metal model[29, 31].
The success of this theoretical description provides an es-
sential indication that, in our regime of measurements,
the electrons are decoupled from the phonons.

The realization that our samples exhibit a strongly T -
dependent insulating behavior with diminishing e-ph cou-
pling motivated us to conduct a systematic study of their
Ohmic transport at very low T (T < 0.3 K). In order to
achieve that, we had to greatly improve our ability to
measure very high sheet resistance (R). While our ear-
lier studies[21] were limited to R up to 109 ⌦, several
improvements (described in the supplementary materi-
als) extended the range of our measurements to 1012 ⌦.
These improvements enabled the results that follow.

The data presented here are obtained from the sam-
ple S1aHiR, a thin film of a:InO, patterned in Hall bar
geometry, 0.5 ⇥ 0.25 mm2 in size. The sample is super-
conducting at B=0 with a Tc ⇡ 1.1 K (see left inset of
figure 1) and undergoes a B-driven SIT. In figure 1 we
show two isotherms of R in the insulating region, as a
function of B from 0.5 to 12 T, at T=0.08 and 0.1 K.
Both show the insulating peak at 5 T. Due to technical
reasons we were unable to pinpoint the Bc of our sample
but located it to be between 0.16 and 0.4 T. The sample
exhibited the thermal bi-stability in the insulating phase
as evident by a typical I-V characteristic[30], at B=0.55
T and T=13 mK, shown in top right inset of figure 1.

Our main results are presented in figure 2 where we
plot the T -dependence of R at various B’s, from 0.5-12
T, spanning the insulating peak. Depending on the R-
range, measurements were done using two di↵erent tech-
niques. For the moderate-R range (R < 108 ⌦) data
were obtained by continuous two-terminal measurements
(solid lines), whereas for R > 108 ⌦ each datum (marker)
was obtained from a full I-V scan (see methods). The
dashed lines joining the markers are guides to the eye.

Based on earlier studies which were limited to a
much lower R-range, we were anticipating activated
behavior[21, 26] and adopted an Arrhenius form to
present our data. However, the broad range of R in this
study brings about the observation of clear deviations
from activated transport. While the low R (R < 106 ⌦)
data are still consistent with activated behavior (for ref-
erence we added a dashed black straight line, indicating
activated behavior in figure 2) the high R data, o↵ering
several orders of magnitude broader range, clearly are
not.

The deviations, seen in allB values of figure 2, crucially
di↵er depending on the value of B. At the high B’s,
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Figure 2: T dependence of R using Arrhenius

mapping. R (in log scale) vs. 1/T at di↵erent B’s
ranging from 0.5 to 12 T. The solid lines represent data
acquired by two-terminal measurements, while data
obtained from I-V scans are shown as markers. The
dashed lines joining the markers are guides to the eye.
The dashed black line demonstrates how an activated
behavior should appear in an Arrhenius plot.

the convex shape of the curve indicates sub-activation
behavior. This behavior is illustrated in figure 3(a) where
R(B=12 T) is plotted (in red), using a logarithmic scale,
vs. T

�1/2. The data convincingly follow a straight line
over our full T -range indicating,

R(T ) = RESexp[(
TES

T

)1/2]. (1)

This is consistent with the Efros-Shklovskii (ES) vari-
able range hopping (VRH) mechanism of transport[32].
TES and RES are the ES temperature (TES=14.8 K) and
pre-factor respectively. This dependence holds, with in-
creasing TES , for B’s down to the peak position (at B=5
T, TES= 23.6 K).
The picture changes dramatically at lower B’s, ap-

proaching the SIT (0.5 < B < 2 T). An attempt, shown
in blue in figure 3(a), to plot data taken in this B range
using the ES form clearly fails. A simple activated form
is also inadequate as the data clearly appear concave (see
figure 2).
The concave curvature evident in the B < 2 T data of

figure 2 signals an unusual, faster than exponential[33],
R(T ) dependence. The anomaly is clearly seen when we
plot, in figure 3(b), � (� = 1

R ) as a function of T at

3

B=0.75 T. Focusing on the T < 0.3 K range we see that
� decreases moderately upon cooling until T=0.1 K and
then undergoes a precipitous drop of 6 orders of magni-
tude to the noise level in our measurement (� = 10�12

⌦�1). As we stated earlier, our attempts, indicated by
the black curve in figure 3(b), to fit these data with an
Arrhenius form, failed. For reference we add �(T ) taken
at B=12 T where ES dependence holds (shown in red in
that figure).

Our inability to fit the data using an exponential or
stretched exponential dependence along with the e-ph de-
coupling we observe in our samples point in the direction
of a finite-T insulator[5]. To test this possibility we fit
our data with the following phenomenological form:

�(T ) = �0exp[�
T0

T � T

⇤ ], (2)

which describes the vanishing of the conductivity at finite
T = T

⇤. The result of our fit is plotted using the black
dashed line in figure 3(b), from which we obtain T0=0.138
K and T

⇤=0.031 K. The data follow this functional form
down to T = 0.042 K and � = 1.3 ⇥ 10�10 ⌦�1, where
deviation larger than our measurement accuracy develop.

In any real system �=0 is not a realistic expectation.
This is because when � becomes very small other, par-
allel, channels will carry the electronic current and con-
tribute to �. Each such channel will lead to the mea-
sured � being higher, and can account for the deviations
we observe at � < 1.3 ⇥ 10�10 ⌦�1. These can be due
to physical processes within the sample or, possibly, due
to leakage currents elsewhere in the measurement circuit.
More recently, a theoretical paper utilizing a mean field
description to a system near the MBL transition[34] sug-
gested such deviations should be expected.

By using Eq.2 we do not intend to adhere to a specific
theoretical model[2]. It is merely a phenomenological de-
scription intended to highlight the unusual aspect of our
data: �(T ) exhibits a dramatic drop at T <0.1 K and
appear to approach �=0 at a finite T = T

⇤. The B-
dependence of T

⇤ and T0 obtained by fitting our data
using Eq.2 are plotted as the inset in figure 3(b). The
shaded region indicates the approximate location of the
SIT in this sample. It is worth noting that both T

⇤ and
T0 seem to approach zero in this region.

Another way to illustrate the abrupt nature of the con-
ductivity drop near T ⇤ is to compare it to the supercon-
ductivity transition in one of our disordered a:InO films.
In figure 4 we plot � vs. T at B=0.75 T for this sam-
ple, whereas in the inset we plot R vs. T for sample
MInOLa4 at B=0 T. Despite the di↵erent T -range their
appearance is remarkably similar: both quantities exhibit
a sharp drop over a rather narrow T -range.

It is important to discuss one alternative to Eq. 2 that,
on first sight, appears to agree with our results. At least
some of the lower B data of figure 2 can be described, at
T < 0.05 K, by an Arrhenius form indicating activated

transport, which results from a mobility gap in the spec-
trum. A quantitative analysis clearly renders this view
inadequate for the following reason. Fitting the B = 0.75
T data using an Arrhenius form leads to an activation T

of 0.91 K. If a mobility gap of such magnitude existed in
our system we would expect a much sharper increase in
R at 0.91 > T > 0.05 K, as seen in the fit presented in
the supplementary material. This drop is clearly missing
in our data rendering an activated interpretation highly
unlikely unless the 0.91 K gap only opens at T < 0.1 K.
We are not aware of a theoretical work predicting such a
possibility.
While the new results presented here appear to be in

contradiction with earlier findings [21, 26] of activated
transport in the peak region, this is not the case: the ac-
tivation behavior is seen at T ’s higher than 0.2 K, below
which deviations from activation are seen (see figure 2).
For these higher T ’s, where activation is seen, the maxi-
mum value of the activation energy is close to TC(B = 0),
confirming earlier observations.
The data we are showing here is consistent with tran-

sition into a finite-T insulating state. It is tempting
to associate this state with the MBL state suggested
theoretically[1–4]. Some of the ingredients are certainly
present: our system is highly disordered, strongly inter-
acting and, at the relevant T , the electrons decouple from
the phonons.
There are other tests that are needed to fully establish

the link between our observations and the MBL state
chief among which is showing that our electrons are inef-
fective in reaching equilibrium [1, 2]. This is usually in-
dicated by the presence of long relaxation times in trans-
port. So far, in our experiments, we have not seen such
e↵ects but Ovadyahu’s group, who study similar mate-
rials in a di↵erent regime, reported such slow relaxation
phenomena[35, 36].
On the other hand, we recall that the systems in which

we observe the transition to the finite-T insulating state
are superconductors at low B and only becomes insu-
lating as B is increased beyond the SIT. Furthermore
Cooper-pairing is still dominant in transport even within
the insulating regime. While the possible role of Cooper-
pairs in forming the finite-T insulator was not consid-
ered within the framework of the MBL theories, it was
explicitly considered by Vinokur[28] et al., in accordance
with the suggested duality[37] nature of the ‘superinsu-
lating’ state and, more recently, by Feigel’man et al.[38]
who considered the fractal nature of the electronic wave
function near a mobility edge and suggested that, if an
attractive interaction near the SIT is considered, a finite-
T insulator become feasible. More detailed experiments
are needed to test the relevance of these theories.
In summary, we have been able to observe an abrupt

drop in � by several orders of magnitude occurring at
T <0.1 K in a:InO thin film near B induced SIT. This
has been found to occur at T and B where the electrons
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B=0.75 T. Focusing on the T < 0.3 K range we see that
� decreases moderately upon cooling until T=0.1 K and
then undergoes a precipitous drop of 6 orders of magni-
tude to the noise level in our measurement (� = 10�12

⌦�1). As we stated earlier, our attempts, indicated by
the black curve in figure 3(b), to fit these data with an
Arrhenius form, failed. For reference we add �(T ) taken
at B=12 T where ES dependence holds (shown in red in
that figure).

Our inability to fit the data using an exponential or
stretched exponential dependence along with the e-ph de-
coupling we observe in our samples point in the direction
of a finite-T insulator[5]. To test this possibility we fit
our data with the following phenomenological form:

�(T ) = �0exp[�
T0

T � T

⇤ ], (2)

which describes the vanishing of the conductivity at finite
T = T

⇤. The result of our fit is plotted using the black
dashed line in figure 3(b), from which we obtain T0=0.138
K and T

⇤=0.031 K. The data follow this functional form
down to T = 0.042 K and � = 1.3 ⇥ 10�10 ⌦�1, where
deviation larger than our measurement accuracy develop.

In any real system �=0 is not a realistic expectation.
This is because when � becomes very small other, par-
allel, channels will carry the electronic current and con-
tribute to �. Each such channel will lead to the mea-
sured � being higher, and can account for the deviations
we observe at � < 1.3 ⇥ 10�10 ⌦�1. These can be due
to physical processes within the sample or, possibly, due
to leakage currents elsewhere in the measurement circuit.
More recently, a theoretical paper utilizing a mean field
description to a system near the MBL transition[34] sug-
gested such deviations should be expected.

By using Eq.2 we do not intend to adhere to a specific
theoretical model[2]. It is merely a phenomenological de-
scription intended to highlight the unusual aspect of our
data: �(T ) exhibits a dramatic drop at T <0.1 K and
appear to approach �=0 at a finite T = T

⇤. The B-
dependence of T

⇤ and T0 obtained by fitting our data
using Eq.2 are plotted as the inset in figure 3(b). The
shaded region indicates the approximate location of the
SIT in this sample. It is worth noting that both T

⇤ and
T0 seem to approach zero in this region.

Another way to illustrate the abrupt nature of the con-
ductivity drop near T ⇤ is to compare it to the supercon-
ductivity transition in one of our disordered a:InO films.
In figure 4 we plot � vs. T at B=0.75 T for this sam-
ple, whereas in the inset we plot R vs. T for sample
MInOLa4 at B=0 T. Despite the di↵erent T -range their
appearance is remarkably similar: both quantities exhibit
a sharp drop over a rather narrow T -range.

It is important to discuss one alternative to Eq. 2 that,
on first sight, appears to agree with our results. At least
some of the lower B data of figure 2 can be described, at
T < 0.05 K, by an Arrhenius form indicating activated

transport, which results from a mobility gap in the spec-
trum. A quantitative analysis clearly renders this view
inadequate for the following reason. Fitting the B = 0.75
T data using an Arrhenius form leads to an activation T

of 0.91 K. If a mobility gap of such magnitude existed in
our system we would expect a much sharper increase in
R at 0.91 > T > 0.05 K, as seen in the fit presented in
the supplementary material. This drop is clearly missing
in our data rendering an activated interpretation highly
unlikely unless the 0.91 K gap only opens at T < 0.1 K.
We are not aware of a theoretical work predicting such a
possibility.
While the new results presented here appear to be in

contradiction with earlier findings [21, 26] of activated
transport in the peak region, this is not the case: the ac-
tivation behavior is seen at T ’s higher than 0.2 K, below
which deviations from activation are seen (see figure 2).
For these higher T ’s, where activation is seen, the maxi-
mum value of the activation energy is close to TC(B = 0),
confirming earlier observations.
The data we are showing here is consistent with tran-

sition into a finite-T insulating state. It is tempting
to associate this state with the MBL state suggested
theoretically[1–4]. Some of the ingredients are certainly
present: our system is highly disordered, strongly inter-
acting and, at the relevant T , the electrons decouple from
the phonons.
There are other tests that are needed to fully establish

the link between our observations and the MBL state
chief among which is showing that our electrons are inef-
fective in reaching equilibrium [1, 2]. This is usually in-
dicated by the presence of long relaxation times in trans-
port. So far, in our experiments, we have not seen such
e↵ects but Ovadyahu’s group, who study similar mate-
rials in a di↵erent regime, reported such slow relaxation
phenomena[35, 36].
On the other hand, we recall that the systems in which

we observe the transition to the finite-T insulating state
are superconductors at low B and only becomes insu-
lating as B is increased beyond the SIT. Furthermore
Cooper-pairing is still dominant in transport even within
the insulating regime. While the possible role of Cooper-
pairs in forming the finite-T insulator was not consid-
ered within the framework of the MBL theories, it was
explicitly considered by Vinokur[28] et al., in accordance
with the suggested duality[37] nature of the ‘superinsu-
lating’ state and, more recently, by Feigel’man et al.[38]
who considered the fractal nature of the electronic wave
function near a mobility edge and suggested that, if an
attractive interaction near the SIT is considered, a finite-
T insulator become feasible. More detailed experiments
are needed to test the relevance of these theories.
In summary, we have been able to observe an abrupt

drop in � by several orders of magnitude occurring at
T <0.1 K in a:InO thin film near B induced SIT. This
has been found to occur at T and B where the electrons
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then undergoes a precipitous drop of 6 orders of magni-
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⌦�1). As we stated earlier, our attempts, indicated by
the black curve in figure 3(b), to fit these data with an
Arrhenius form, failed. For reference we add �(T ) taken
at B=12 T where ES dependence holds (shown in red in
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Our inability to fit the data using an exponential or
stretched exponential dependence along with the e-ph de-
coupling we observe in our samples point in the direction
of a finite-T insulator[5]. To test this possibility we fit
our data with the following phenomenological form:
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which describes the vanishing of the conductivity at finite
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⇤. The result of our fit is plotted using the black
dashed line in figure 3(b), from which we obtain T0=0.138
K and T

⇤=0.031 K. The data follow this functional form
down to T = 0.042 K and � = 1.3 ⇥ 10�10 ⌦�1, where
deviation larger than our measurement accuracy develop.

In any real system �=0 is not a realistic expectation.
This is because when � becomes very small other, par-
allel, channels will carry the electronic current and con-
tribute to �. Each such channel will lead to the mea-
sured � being higher, and can account for the deviations
we observe at � < 1.3 ⇥ 10�10 ⌦�1. These can be due
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to leakage currents elsewhere in the measurement circuit.
More recently, a theoretical paper utilizing a mean field
description to a system near the MBL transition[34] sug-
gested such deviations should be expected.
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on first sight, appears to agree with our results. At least
some of the lower B data of figure 2 can be described, at
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our system we would expect a much sharper increase in
R at 0.91 > T > 0.05 K, as seen in the fit presented in
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unlikely unless the 0.91 K gap only opens at T < 0.1 K.
We are not aware of a theoretical work predicting such a
possibility.
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tivation behavior is seen at T ’s higher than 0.2 K, below
which deviations from activation are seen (see figure 2).
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mum value of the activation energy is close to TC(B = 0),
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The data we are showing here is consistent with tran-

sition into a finite-T insulating state. It is tempting
to associate this state with the MBL state suggested
theoretically[1–4]. Some of the ingredients are certainly
present: our system is highly disordered, strongly inter-
acting and, at the relevant T , the electrons decouple from
the phonons.
There are other tests that are needed to fully establish

the link between our observations and the MBL state
chief among which is showing that our electrons are inef-
fective in reaching equilibrium [1, 2]. This is usually in-
dicated by the presence of long relaxation times in trans-
port. So far, in our experiments, we have not seen such
e↵ects but Ovadyahu’s group, who study similar mate-
rials in a di↵erent regime, reported such slow relaxation
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are superconductors at low B and only becomes insu-
lating as B is increased beyond the SIT. Furthermore
Cooper-pairing is still dominant in transport even within
the insulating regime. While the possible role of Cooper-
pairs in forming the finite-T insulator was not consid-
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Figure 3: Mapping T dependence of R and �. (a)
ES type mapping of T dependence of R. R (in log scale)
as a function of T�1/2: At B = 12 T (in red), including
ES fit (in dashed black line) and at B = 0.75 T (in
blue). The low B data clearly deviates from the ES
type, indicating that at lower Bs electronic transport in
our system do not follow the ES VRH. (b) Vanishing
conductivity at non-zero T . The variation of � (in log
scale) as a function of T at B=0.75 T. The solid black
line is a fit using Arrhenius form. The dashed black
curve is the fit to Eq.2. For reference we add �(T ) taken
at B=12 T (red triangles) where ES dependence holds
(red curve). In both (a) and (b) the solid lines represent
data acquired by two-terminal measurements, while
data obtained from I-V scans are shown as triangles
connected by dashed lines as guide for the eye. [Inset]
The variation of T ⇤ (left axis) and T0 (right axis) [see
Eq.2] with B. The values were obtained by fitting of
our experimental data described in figure 2 with Eq.2.
The shaded region indicates the B values Bc can take.
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resulted from bi-stability of Te that, at low T , can be
very di↵erent from the T of the host phonons (Tph). We
followed this theoretical work with a systematic study
and obtained a good agreement[30]. We were also able
to estimate the T dependence of the e-ph scattering rate,
⌧e�ph, on the high B side of the insulating peak and found
a rather strong dependence of ⌧e�ph ⇠ T

�4, which is in
agreement with the modified dirty metal model[29, 31].
The success of this theoretical description provides an es-
sential indication that, in our regime of measurements,
the electrons are decoupled from the phonons.

The realization that our samples exhibit a strongly T -
dependent insulating behavior with diminishing e-ph cou-
pling motivated us to conduct a systematic study of their
Ohmic transport at very low T (T < 0.3 K). In order to
achieve that, we had to greatly improve our ability to
measure very high sheet resistance (R). While our ear-
lier studies[21] were limited to R up to 109 ⌦, several
improvements (described in the supplementary materi-
als) extended the range of our measurements to 1012 ⌦.
These improvements enabled the results that follow.

The data presented here are obtained from the sam-
ple S1aHiR, a thin film of a:InO, patterned in Hall bar
geometry, 0.5 ⇥ 0.25 mm2 in size. The sample is super-
conducting at B=0 with a Tc ⇡ 1.1 K (see left inset of
figure 1) and undergoes a B-driven SIT. In figure 1 we
show two isotherms of R in the insulating region, as a
function of B from 0.5 to 12 T, at T=0.08 and 0.1 K.
Both show the insulating peak at 5 T. Due to technical
reasons we were unable to pinpoint the Bc of our sample
but located it to be between 0.16 and 0.4 T. The sample
exhibited the thermal bi-stability in the insulating phase
as evident by a typical I-V characteristic[30], at B=0.55
T and T=13 mK, shown in top right inset of figure 1.

Our main results are presented in figure 2 where we
plot the T -dependence of R at various B’s, from 0.5-12
T, spanning the insulating peak. Depending on the R-
range, measurements were done using two di↵erent tech-
niques. For the moderate-R range (R < 108 ⌦) data
were obtained by continuous two-terminal measurements
(solid lines), whereas for R > 108 ⌦ each datum (marker)
was obtained from a full I-V scan (see methods). The
dashed lines joining the markers are guides to the eye.

Based on earlier studies which were limited to a
much lower R-range, we were anticipating activated
behavior[21, 26] and adopted an Arrhenius form to
present our data. However, the broad range of R in this
study brings about the observation of clear deviations
from activated transport. While the low R (R < 106 ⌦)
data are still consistent with activated behavior (for ref-
erence we added a dashed black straight line, indicating
activated behavior in figure 2) the high R data, o↵ering
several orders of magnitude broader range, clearly are
not.

The deviations, seen in allB values of figure 2, crucially
di↵er depending on the value of B. At the high B’s,
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Figure 2: T dependence of R using Arrhenius

mapping. R (in log scale) vs. 1/T at di↵erent B’s
ranging from 0.5 to 12 T. The solid lines represent data
acquired by two-terminal measurements, while data
obtained from I-V scans are shown as markers. The
dashed lines joining the markers are guides to the eye.
The dashed black line demonstrates how an activated
behavior should appear in an Arrhenius plot.

the convex shape of the curve indicates sub-activation
behavior. This behavior is illustrated in figure 3(a) where
R(B=12 T) is plotted (in red), using a logarithmic scale,
vs. T

�1/2. The data convincingly follow a straight line
over our full T -range indicating,

R(T ) = RESexp[(
TES

T

)1/2]. (1)

This is consistent with the Efros-Shklovskii (ES) vari-
able range hopping (VRH) mechanism of transport[32].
TES and RES are the ES temperature (TES=14.8 K) and
pre-factor respectively. This dependence holds, with in-
creasing TES , for B’s down to the peak position (at B=5
T, TES= 23.6 K).
The picture changes dramatically at lower B’s, ap-

proaching the SIT (0.5 < B < 2 T). An attempt, shown
in blue in figure 3(a), to plot data taken in this B range
using the ES form clearly fails. A simple activated form
is also inadequate as the data clearly appear concave (see
figure 2).
The concave curvature evident in the B < 2 T data of

figure 2 signals an unusual, faster than exponential[33],
R(T ) dependence. The anomaly is clearly seen when we
plot, in figure 3(b), � (� = 1

R ) as a function of T at
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resulted from bi-stability of Te that, at low T , can be
very di↵erent from the T of the host phonons (Tph). We
followed this theoretical work with a systematic study
and obtained a good agreement[30]. We were also able
to estimate the T dependence of the e-ph scattering rate,
⌧e�ph, on the high B side of the insulating peak and found
a rather strong dependence of ⌧e�ph ⇠ T

�4, which is in
agreement with the modified dirty metal model[29, 31].
The success of this theoretical description provides an es-
sential indication that, in our regime of measurements,
the electrons are decoupled from the phonons.

The realization that our samples exhibit a strongly T -
dependent insulating behavior with diminishing e-ph cou-
pling motivated us to conduct a systematic study of their
Ohmic transport at very low T (T < 0.3 K). In order to
achieve that, we had to greatly improve our ability to
measure very high sheet resistance (R). While our ear-
lier studies[21] were limited to R up to 109 ⌦, several
improvements (described in the supplementary materi-
als) extended the range of our measurements to 1012 ⌦.
These improvements enabled the results that follow.

The data presented here are obtained from the sam-
ple S1aHiR, a thin film of a:InO, patterned in Hall bar
geometry, 0.5 ⇥ 0.25 mm2 in size. The sample is super-
conducting at B=0 with a Tc ⇡ 1.1 K (see left inset of
figure 1) and undergoes a B-driven SIT. In figure 1 we
show two isotherms of R in the insulating region, as a
function of B from 0.5 to 12 T, at T=0.08 and 0.1 K.
Both show the insulating peak at 5 T. Due to technical
reasons we were unable to pinpoint the Bc of our sample
but located it to be between 0.16 and 0.4 T. The sample
exhibited the thermal bi-stability in the insulating phase
as evident by a typical I-V characteristic[30], at B=0.55
T and T=13 mK, shown in top right inset of figure 1.

Our main results are presented in figure 2 where we
plot the T -dependence of R at various B’s, from 0.5-12
T, spanning the insulating peak. Depending on the R-
range, measurements were done using two di↵erent tech-
niques. For the moderate-R range (R < 108 ⌦) data
were obtained by continuous two-terminal measurements
(solid lines), whereas for R > 108 ⌦ each datum (marker)
was obtained from a full I-V scan (see methods). The
dashed lines joining the markers are guides to the eye.

Based on earlier studies which were limited to a
much lower R-range, we were anticipating activated
behavior[21, 26] and adopted an Arrhenius form to
present our data. However, the broad range of R in this
study brings about the observation of clear deviations
from activated transport. While the low R (R < 106 ⌦)
data are still consistent with activated behavior (for ref-
erence we added a dashed black straight line, indicating
activated behavior in figure 2) the high R data, o↵ering
several orders of magnitude broader range, clearly are
not.

The deviations, seen in allB values of figure 2, crucially
di↵er depending on the value of B. At the high B’s,
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Figure 2: T dependence of R using Arrhenius

mapping. R (in log scale) vs. 1/T at di↵erent B’s
ranging from 0.5 to 12 T. The solid lines represent data
acquired by two-terminal measurements, while data
obtained from I-V scans are shown as markers. The
dashed lines joining the markers are guides to the eye.
The dashed black line demonstrates how an activated
behavior should appear in an Arrhenius plot.

the convex shape of the curve indicates sub-activation
behavior. This behavior is illustrated in figure 3(a) where
R(B=12 T) is plotted (in red), using a logarithmic scale,
vs. T

�1/2. The data convincingly follow a straight line
over our full T -range indicating,

R(T ) = RESexp[(
TES

T

)1/2]. (1)

This is consistent with the Efros-Shklovskii (ES) vari-
able range hopping (VRH) mechanism of transport[32].
TES and RES are the ES temperature (TES=14.8 K) and
pre-factor respectively. This dependence holds, with in-
creasing TES , for B’s down to the peak position (at B=5
T, TES= 23.6 K).
The picture changes dramatically at lower B’s, ap-

proaching the SIT (0.5 < B < 2 T). An attempt, shown
in blue in figure 3(a), to plot data taken in this B range
using the ES form clearly fails. A simple activated form
is also inadequate as the data clearly appear concave (see
figure 2).
The concave curvature evident in the B < 2 T data of

figure 2 signals an unusual, faster than exponential[33],
R(T ) dependence. The anomaly is clearly seen when we
plot, in figure 3(b), � (� = 1

R ) as a function of T at
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resulted from bi-stability of Te that, at low T , can be
very di↵erent from the T of the host phonons (Tph). We
followed this theoretical work with a systematic study
and obtained a good agreement[30]. We were also able
to estimate the T dependence of the e-ph scattering rate,
⌧e�ph, on the high B side of the insulating peak and found
a rather strong dependence of ⌧e�ph ⇠ T

�4, which is in
agreement with the modified dirty metal model[29, 31].
The success of this theoretical description provides an es-
sential indication that, in our regime of measurements,
the electrons are decoupled from the phonons.

The realization that our samples exhibit a strongly T -
dependent insulating behavior with diminishing e-ph cou-
pling motivated us to conduct a systematic study of their
Ohmic transport at very low T (T < 0.3 K). In order to
achieve that, we had to greatly improve our ability to
measure very high sheet resistance (R). While our ear-
lier studies[21] were limited to R up to 109 ⌦, several
improvements (described in the supplementary materi-
als) extended the range of our measurements to 1012 ⌦.
These improvements enabled the results that follow.

The data presented here are obtained from the sam-
ple S1aHiR, a thin film of a:InO, patterned in Hall bar
geometry, 0.5 ⇥ 0.25 mm2 in size. The sample is super-
conducting at B=0 with a Tc ⇡ 1.1 K (see left inset of
figure 1) and undergoes a B-driven SIT. In figure 1 we
show two isotherms of R in the insulating region, as a
function of B from 0.5 to 12 T, at T=0.08 and 0.1 K.
Both show the insulating peak at 5 T. Due to technical
reasons we were unable to pinpoint the Bc of our sample
but located it to be between 0.16 and 0.4 T. The sample
exhibited the thermal bi-stability in the insulating phase
as evident by a typical I-V characteristic[30], at B=0.55
T and T=13 mK, shown in top right inset of figure 1.

Our main results are presented in figure 2 where we
plot the T -dependence of R at various B’s, from 0.5-12
T, spanning the insulating peak. Depending on the R-
range, measurements were done using two di↵erent tech-
niques. For the moderate-R range (R < 108 ⌦) data
were obtained by continuous two-terminal measurements
(solid lines), whereas for R > 108 ⌦ each datum (marker)
was obtained from a full I-V scan (see methods). The
dashed lines joining the markers are guides to the eye.

Based on earlier studies which were limited to a
much lower R-range, we were anticipating activated
behavior[21, 26] and adopted an Arrhenius form to
present our data. However, the broad range of R in this
study brings about the observation of clear deviations
from activated transport. While the low R (R < 106 ⌦)
data are still consistent with activated behavior (for ref-
erence we added a dashed black straight line, indicating
activated behavior in figure 2) the high R data, o↵ering
several orders of magnitude broader range, clearly are
not.

The deviations, seen in allB values of figure 2, crucially
di↵er depending on the value of B. At the high B’s,
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Figure 2: T dependence of R using Arrhenius

mapping. R (in log scale) vs. 1/T at di↵erent B’s
ranging from 0.5 to 12 T. The solid lines represent data
acquired by two-terminal measurements, while data
obtained from I-V scans are shown as markers. The
dashed lines joining the markers are guides to the eye.
The dashed black line demonstrates how an activated
behavior should appear in an Arrhenius plot.

the convex shape of the curve indicates sub-activation
behavior. This behavior is illustrated in figure 3(a) where
R(B=12 T) is plotted (in red), using a logarithmic scale,
vs. T

�1/2. The data convincingly follow a straight line
over our full T -range indicating,

R(T ) = RESexp[(
TES

T

)1/2]. (1)

This is consistent with the Efros-Shklovskii (ES) vari-
able range hopping (VRH) mechanism of transport[32].
TES and RES are the ES temperature (TES=14.8 K) and
pre-factor respectively. This dependence holds, with in-
creasing TES , for B’s down to the peak position (at B=5
T, TES= 23.6 K).
The picture changes dramatically at lower B’s, ap-

proaching the SIT (0.5 < B < 2 T). An attempt, shown
in blue in figure 3(a), to plot data taken in this B range
using the ES form clearly fails. A simple activated form
is also inadequate as the data clearly appear concave (see
figure 2).
The concave curvature evident in the B < 2 T data of

figure 2 signals an unusual, faster than exponential[33],
R(T ) dependence. The anomaly is clearly seen when we
plot, in figure 3(b), � (� = 1

R ) as a function of T at
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We study the strong localization of disordered bosons, motivated by recent experiments that
suggest a bosonic superconductor-insulator transition in strongly disordered films. In the insulator,
unlike for fermions, nearly all scattering paths between low-energy sites contribute constructively
interfering amplitudes to hopping matrix elements. The localization length of bosonic excitations
shrinks as the constructive interference is suppressed by a magnetic field, entailing a giant positive
magnetoresistance, opposite to the analogous effect in strongly localized fermions. In zero field, both
the localization length and the density of states are predicted to increase with decreasing energy.
Applied to hard core bosons on the Bethe lattice, our method shows that the superfluid emerges
out of an insulator without the closing of a mobility gap.

PACS numbers: 73.50.Jt, 74.81.Bd, 05.30.Jp, 72.20.Ee, 71.55.Jv

H =
∑

i

εini −
∑

⟨i,j⟩

tij(b
†
jbi + b†ibj), ni = b†i bi. (1)

[bi, bj] = 0, [b†i , bj] = δij(2ni − 1) (2)

{bi, bj} = 0, , {b†i , bj} = δij (3)

tij → te−iφij (4)

GR
i,0(t − t′) = −iΘ(t− t′)⟨[bi(t), b

†
0(t

′)]⟩ (5)

GR
i,0(t − t′) = −iΘ(t − t′)⟨{bi(t), b

†
0(t

′)}⟩ (6)

i
d

dt
GR

i,0(t − t′) = δ(t − t′)δi,0⟨[b0(0), b†0(0)]⟩ (7)

−iΘ(t − t′)⟨[[bi(t), H ], b†0(t
′)]⟩.

(

i
d

dt
− εi

)

GR
i,0(t) = δ(t)δi,0(1 − 2⟨n0⟩)

+iΘ(t− t′)

〈

[(−1)ni(t)
∑

j∈∂i

tijbj(t), b
†
0(t

′)]

〉

[bi(t), H ] = εibi(t) − (−1)ni(t)
∑

j∈∂i

tijbj(t), (8)

(−1)ni(t) ≈ sign(εi) (9)

GR
i,0(ω) =

∫ ∞

−∞
GR

i,0(t)e
iωtdt (10)

ξ(ω)−1 = − lim
r⃗i→∞

ln[|GR
i,0(ω)/GR

0,0(ω)|]/|r⃗i − r⃗0| (11)

GR
i,0(ω)

GR
0,0(ω)

=
∑

P={j0=0,...,jℓ=i}

ℓ
∏

p=1

tjp−1,jp

1

εjp − ω

GR
i,0(ω)

GR
0,0(ω)

=
∑

P={j0=0,...,jℓ=i}

ℓ
∏

p=1

tjp−1,jp

sgn(εjp)

εjp − ω

The difference is simple to understand. In order to
observe a particle at site i, in response to inserting a par-
ticle at 0, all the nP ≡

∑ℓ
j=1 nj ≈

∑ℓ
j=1(1 − sgn(εj))/2

particles on the path P have to move to the next negative
energy site closer to site i, cf. Fig. ??. Upon removing
the particle at site i, a ring exchange of nP particles
has been carried out in the ground state, which causes
the sign difference (−1)nP between bosonic and fermionic
amplitudes. This difference has important consequences
and will shed new light not only on strong localized in-
sulators, but also on the approach to delocalization.

Most importantly, Eq. (??) shows that for low energy
excitations ω → 0, in the absence of a magnetic field,
all paths contribute with a positive amplitude and there-
fore interfere constructively, unlike fermions. This differ-
ence manifests itself in completely opposite response to
a magnetic field. It is well known that hopping fermions
experience a negative MR due to the suppression of de-
structive interference [3, 5]. In contrast, we find the MR
of bosons to be strongly positive in the hopping regime
due to the phases in the hopping amplitudes. Indeed, the
latter reduce the constructive interference of paths that
connect low energy sites relevant for transport.
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Crucial element missing: Repulsive interactions!  
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Figure 6. Phase diagram. In a wide range of the interaction strength U , the mobility
edge (solid blue line) stays close to "F as compared to the band edges (green dashed
line). This behavior is in qualitative agreement with a conjecture [28] that the mobility
edge U (" � "F) � Uc / (" � "F)

1
⌘⌫ with ⌫⌘ ⇡ 2.

8. Multiplicity of Hartree–Fock solutions: glassiness and charge ordering

Finally we briefly address the issue of multiple solutions of the HF equations and its relation to
the onset of glassy behavior as the interaction U increases.

Our iterative procedure to solve the HF equations begins with an input configuration of
occupation numbers nin(r) on each of the N lattice sites. At sufficiently large U , the converged
output HF solution nout(r) is generally different for runs with different inputs. To quantify this
difference statistically we studied the quantity

D(U ) = 1
Nsol

X

m

1
N

X

r

|n(m)
out (r) � n(0)

out(r)|2, (37)

where the superscript m labels the set of Nsol different solutions which were obtained from
initial density patterns n(m)

in (r), while 0 denotes a reference solution. In the simplest test we have
chosen Nsol = 10 solutions, out of which eight were obtained from random inputs and two had a
checkerboard order as the input. The results for D(U ) are presented in figure 7. One can see that
for U < 4, the average deviation of the solutions from the reference solution is small. It is thus
reasonable to assume that physical properties evaluated on the various solutions are statistically
very similar. However, starting from U ⇡ 4, the function D (U ) sharply increases.

In order to check whether this increase is due to a significant variation between random
HF solutions or whether this increase in D (U ) is due to the stabilization of a checkerboard
density pattern in the HF solution, we consider the solution obtained from initializing with a
checkerboard input and plot the difference between the solution and the corresponding input
pattern.

The result for U = 4 shows (see figure 8(a)) that the difference has a clear checkerboard
structure which implies that the output was random. However, as U increases to U = 5, the
difference reduces significantly (see figure 8(b)), which signals the tendency to retain the
checkerboard order in the solution. Comparing also with free energies of random solutions,
we concluded that the transition to a checkerboard structure (charge density wave) occurs
somewhere in the range 4 < U < 5.

A more-precise identification of the onset of the multiplicity of solutions shows that it starts
at much smaller values U ⇡ 0.7, which roughly coincides with the Uc at which localization at the
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FIG. 2: Inverse localization length as a function of excitation energy ! for bosons.

The Coulomb gap enhances localization at low excitation energies as illustrated in Fig. 2. Without interaction, the
maximal constructive interference at zero energy leads to a maximum of the localization length. The situation changes
when Coulomb interactions create a gap and remove states close to zero-energy. In this case the localization length
of excitations follows qualitatively the variation of the density of states. This picture gives rise to the appearance of
an e↵ective mobility edge. Once a magnetic field is applied to the system, the constructive interference is reduced,
and therefore, the localization length is decreased. Of course the e↵ect is strongest at zero energy.

+ Field dependence (Fig. 3):
- Oscillation with period of one flux quantum per plaquette with corresponding charge.
- At low field: a) for very low energies (! ! 0), there is a direct increase of inverse localization length once the

magnetic field is applied. This is due to the suppression of constructive interference. b) for higher energies (eg.
! � 0.2 in the figure), the inverse localization length depends on B-field non-monotonically at low field: first decrease
and then gradual increase. The reason is that at non-zero energies the path amplitudes start having negative sign,
besides the positive one. A small B-field first reduces the destructive interference of paths with opposite signs, when B
is larger, its main e↵ect is to suppress the positive interference between the majority of paths. This dip survives only
as long as ! is small enough, so that most paths are positive in sign. [CITE SHLOV.-SPIVAK ’90] c) The gradual
increase of the inverse localization length at low field follows the power law / B4/5 by mapping to directed polymer
scaling analysis. (Inset figure showing that power law !?)

- At half integer flux, for low energies, there is first another dip due to suppression of constructive interference of
paths that di↵er by two unit cells. Inside this dip there is a cusp, which comes from the non-analyticity of logarithm
of a sum whose terms cancel each other strongly. For higher energies, the cusp is of the same origin as that at B = 0
and !0: the reduction of negative interference of paths.

E.g. Coulomb: 
→ Coulomb gap;  

suppression of low energies 

Consequence studied in detail for Mott-Anderson transition:  
Mobility edge in the insulator; mobility gap closes at transition 



Boson localization as fct of E? 
Crucial element missing: Repulsive interactions!  

New J. Phys. 16 (2014) 015022 M Amini et al

Figure 6. Phase diagram. In a wide range of the interaction strength U , the mobility
edge (solid blue line) stays close to "F as compared to the band edges (green dashed
line). This behavior is in qualitative agreement with a conjecture [28] that the mobility
edge U (" � "F) � Uc / (" � "F)

1
⌘⌫ with ⌫⌘ ⇡ 2.

8. Multiplicity of Hartree–Fock solutions: glassiness and charge ordering

Finally we briefly address the issue of multiple solutions of the HF equations and its relation to
the onset of glassy behavior as the interaction U increases.

Our iterative procedure to solve the HF equations begins with an input configuration of
occupation numbers nin(r) on each of the N lattice sites. At sufficiently large U , the converged
output HF solution nout(r) is generally different for runs with different inputs. To quantify this
difference statistically we studied the quantity

D(U ) = 1
Nsol

X

m

1
N

X

r

|n(m)
out (r) � n(0)

out(r)|2, (37)

where the superscript m labels the set of Nsol different solutions which were obtained from
initial density patterns n(m)

in (r), while 0 denotes a reference solution. In the simplest test we have
chosen Nsol = 10 solutions, out of which eight were obtained from random inputs and two had a
checkerboard order as the input. The results for D(U ) are presented in figure 7. One can see that
for U < 4, the average deviation of the solutions from the reference solution is small. It is thus
reasonable to assume that physical properties evaluated on the various solutions are statistically
very similar. However, starting from U ⇡ 4, the function D (U ) sharply increases.

In order to check whether this increase is due to a significant variation between random
HF solutions or whether this increase in D (U ) is due to the stabilization of a checkerboard
density pattern in the HF solution, we consider the solution obtained from initializing with a
checkerboard input and plot the difference between the solution and the corresponding input
pattern.

The result for U = 4 shows (see figure 8(a)) that the difference has a clear checkerboard
structure which implies that the output was random. However, as U increases to U = 5, the
difference reduces significantly (see figure 8(b)), which signals the tendency to retain the
checkerboard order in the solution. Comparing also with free energies of random solutions,
we concluded that the transition to a checkerboard structure (charge density wave) occurs
somewhere in the range 4 < U < 5.

A more-precise identification of the onset of the multiplicity of solutions shows that it starts
at much smaller values U ⇡ 0.7, which roughly coincides with the Uc at which localization at the

16

Essentially the same expected for SI transition of bosons with Coulomb 

2

−4 −2 0 2 4
0

0.2

0.4

0.6

ρ
(ε̃
)

 

 

ε̃ (q2/a)

W = 0.5
W = 1
W = 2

FIG. 1: Single-particle density of states for various disorder strengths W . A linear soft gap is formed due to Coulomb interactions

by imposing stability with respect to all possible single electron transitions.

III. RESULTS

A. Bosonic mobility edge

1. Energy and field dependence of localization length

0 0.2 0.4 0.6 0.8 1
−2.2

−1.8

−1.4

−1

−0.6

ω (q2/κa)

ξ−
1 (ω

, B
) +

 ln
 t

 

 

no interaction, B=0
no interaction, B=0.5
interaction, B=0
interaction, B=0.5

FIG. 2: Inverse localization length as a function of excitation energy ! for bosons.

The Coulomb gap enhances localization at low excitation energies as illustrated in Fig. 2. Without interaction, the
maximal constructive interference at zero energy leads to a maximum of the localization length. The situation changes
when Coulomb interactions create a gap and remove states close to zero-energy. In this case the localization length
of excitations follows qualitatively the variation of the density of states. This picture gives rise to the appearance of
an e↵ective mobility edge. Once a magnetic field is applied to the system, the constructive interference is reduced,
and therefore, the localization length is decreased. Of course the e↵ect is strongest at zero energy.

+ Field dependence (Fig. 3):
- Oscillation with period of one flux quantum per plaquette with corresponding charge.
- At low field: a) for very low energies (! ! 0), there is a direct increase of inverse localization length once the

magnetic field is applied. This is due to the suppression of constructive interference. b) for higher energies (eg.
! � 0.2 in the figure), the inverse localization length depends on B-field non-monotonically at low field: first decrease
and then gradual increase. The reason is that at non-zero energies the path amplitudes start having negative sign,
besides the positive one. A small B-field first reduces the destructive interference of paths with opposite signs, when B
is larger, its main e↵ect is to suppress the positive interference between the majority of paths. This dip survives only
as long as ! is small enough, so that most paths are positive in sign. [CITE SHLOV.-SPIVAK ’90] c) The gradual
increase of the inverse localization length at low field follows the power law / B4/5 by mapping to directed polymer
scaling analysis. (Inset figure showing that power law !?)

- At half integer flux, for low energies, there is first another dip due to suppression of constructive interference of
paths that di↵er by two unit cells. Inside this dip there is a cusp, which comes from the non-analyticity of logarithm
of a sum whose terms cancel each other strongly. For higher energies, the cusp is of the same origin as that at B = 0
and !0: the reduction of negative interference of paths.
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temperatures until eventually variable range hopping will
take over, in spite of the ine�ciency of the phonon bath.
Such a phenomenology may be seen as a precursor of
th emuch more stringent many-body localization, which
not only requires a strong decoupling from phonons, but
also the full localization of any intensive excitations, and
in particular the absence of finite-energy mobility edges,
which we discuss here.

The above mentioned Arrhenius resistance is also ex-
pected in a wide temperature range if the mobility
of charge excitations merely exhibits a sharp crossover
around an ’e↵ective mobility edge’ (in energy), instead
of undergoing a genuinely sharp transition from localized
to di↵usive behavior at a precise energy. In this work we
explore the phenomenology of such a crossover. In par-
ticular we ask, how the e↵ective mobility edge behaves in
the presence of a magnetic field. At a qualitative level, it
is clear that the e↵ective mobility edge follow trends anal-
ogous to those predicted for the localization length of low
energy excitations: As the localization length increases,
the e↵ective mobility edge decreases, and vice versa.16

Here we investigate this e↵ect more quantitatively and
show that a relatively simple model of strongly localized
pairs, subject to long range Coulomb interactions, is able
to reproduce the salient features reported in the experi-
ments on patterned films.

Long range Coulomb interactions are known to play
an important role in disordered insulators. In particular,
they induce a depletion of the density of states around
the chemical potential, creating a pseudo gap in the sin-
gle particle density of states.33 This in turn modifies the
localization properties of low energy excitations and pro-
motes the appearance of an e↵ective mobility edge, as
was recently analyzed in the context of interacting elec-
trons close to the Anderson-Mott metal insulator tran-
sition.34–36 In contrast, in the presence of a flat or fea-
tureless bare density of states, with purely local repulsive
interactions, there is no clear evidence of a mobility edge
in the low energy spectrum of bosonic or fermionic insu-
lators.16,37 Rather, the available techniques suggest that
the localization length always decreases with increasing
excitation energy. However, numerical results suggest
that the addition of interactions, which are not strictly
local, induces a delocalizing tendency at higher energies,
and thus mobility edges.38 The latter tendency becomes
stronger with an increasing range of the interactions.
Here we analyze the experimentally relevant case of un-
screened, long range Coulomb interactions, and study the
e↵ect of magnetic fields on the e↵ective mobility edge.
Under the assumption that the e↵ective mobility edge
takes the role of the activation energy T0 that enters an
Arrhenius law of transport, we obtain a semiquantita-
tive description of transport in the absence of an e�cient
thermal bath.

It is a main goal of this work to contrast the magne-
toresistance in bosonic and fermionic systems. A particu-
larly clean case can be made by comparing tightly bound
pairs, acting as hard core bosons, with unpaired (spin-

less) fermions, which otherwise are subject to the same
potential disorder, interactions and hopping strengths.
Indeed, both carriers are hard core particles. The only
di↵erence consists in their exchange statistics, which at
first sight might seem rather innocuous in insulators.
However, they reflect strongly in the magnetoresistance,
which probes the quantum interference in the exponen-
tial tails of localized excitations.

The remainder of this paper is organized as follows. In
Sec. II we introduce and motivate the model under study.
The magneto-oscillations of the localization length and
the e↵ective mobility edge for bosons are presented in
detail in Sec. III. Sec. IV establishes the connection of our
theory with experimental data. In Sec. V we contrast the
phenomenology of hard core bosons with that of fermions
and explain the various e↵ects of quantum statistics on
the e↵ective mobility edge. A summary of the central
results is given in Sec. VI.

II. MODEL

The present study is motivated by the experiments of
Refs. 22,23 on patterned films of Bismuth, with holes
punched in a triangular array. Those leave a connected
part of Bismuth forming a honeycomb lattice (with lat-
tice constant a ⇡ 50nm), see Fig. 1. As those films are
made su�ciently thin they undergo a superconductor-
to-insulator transition, whereby the transport on the in-
sulating side bears the hallmarks of a bosonic insulator.
In particular, it exhibits a strong positive magnetoresis-
tance.

FIG. 1: Sketch of barely percolating films, with a triangular
lattice of holes pinching it. These structures are modelled by
a honeycomb lattice of islands hosting preformed pairs. The
green lines connecting the two sites 0 and i enclose a diamond-
shaped region containing all the shortest paths that connect
those sites.

To model such films, we introduce a simplified model of
interacting hard-core bosons1 living on a two-dimensional
honeycomb lattice of tunnel-coupled islands, governed by
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(defined by a locally stable classical charge distribution),
to leading order in the hopping, the Green’s function at
large distance is obtained as
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Here the sum S0i(!, B) runs over all paths � of shortest
length |�| = r0i ⌘ dist(0, i), defined as the minimal num-
ber of nearest neighbor hops necessary to connect the
two sites. ��(B) is the flux enclosed by the loop formed
by path � and a fixed reference path connecting 0 and i.
The latter merely fixes the gauge of the Green’s function.

In Eq. (3), the only trace of quantum statistics is the
residue sgn("̃

k

) of the locator, which applies to hard core
bosons. For non-interacting fermions, instead, this fac-
tor is absent. This forward scattering approximation,
and especially its fermionic version, has been analyzed
extensively in the literature.16,18–20,42,43

The localization length of excitations at energy "0 is
defined as the inverse of the typical spatial decay rate of
Green’s function residues of poles at " = "0,

⇠�1("0, B) = � lim
r0i!1

1

r0i
ln

����
G0,i(!, B)

G0,0(!, B)

����
!!"0

. (4)

The overbar denotes the disorder average. On a regular
lattice, this definition depends on the direction in which
the point i tends to infinite distance from 0, even though
the relative variations will be very similar for di↵erent
directions. Below we analyze the direction along a lattice
base vector, as indicated in Fig. 1.

From Eq. (3) it follows that at low excitation ener-
gies, ! ! 0, in the absence of a magnetic field (� = 0)
all paths come with positive amplitudes and thus inter-
fere constructively. A magnetic field destroys the per-
fect constructive interference by adding a phase factor
to each path. In contrast, for fermions, the path am-
plitudes always have essentially random signs, whatever
the magnetic field. However, for B = 0 the likeli-
hood of occasional, strongly destructive interferences be-
tween two bunches of paths is bigger than in finite flux.
This e↵ect was first discovered by Nguyen, Spivak and
Shklovskii.19 It leads to a weak negative magnetoresis-
tance for fermions, which contrasts with the strong pos-
itive response of bosons.18

It is convenient to split the inverse localization length
into a simple hopping part and a geometric part captur-
ing interference,

⇠�1("0, B) = ln

✓
W

t

◆
+ ⇠�1

g

("0, B), (5)

where

⇠�1
g

("0, B) = � lim
r0i!1

1

r0i
ln |S0i(!, B)|

!!"0
. (6)

Definition of (e↵ective) mobility edge

Due to the increase of the single particle density of
states with energy ", based on formula (3) one expects an
increase of the localization length with increasing excita-
tion energy |"�µ|. If the tunneling amplitude t is finite,
the localization length of zero temperature excitations, as
defined by (4), may diverge at su�ciently high energies.
This is indeed expected to happen in dimensions d > 2
close enough to the transition to a conductor. This was
analyzed in quite some detail for fermionic insulators in
Refs. 35 and36. In such higher dimensional systems the
energy

✏
c

= inf{E|⇠(E) = 1}. (7)

sharply defines a mobility edge in the limit T ! 0.
However, in dimensions d = 2 (the case of interest to

us here) at T = 0, one does not generally expect genuine
delocalization at finite excitation energies. Rather, in
close analogy with the well-known case of single particle
excitations in the absence of anti-localizing spin-orbit in-
teractions, one expects the proliferation of returns to the
origin of any finite energy excitation to induce localiza-
tion, albeit with a localization length that may become
exponentially large upon varying a control parameter. In
non-interacting fermionic problems the control parame-
ter is given by k`, which is to be considered as a function
of the energy E.
Nonetheless, even in d = 2 it is meaningful to iden-

tify a crossover energy ✏
c

at which strong localization (at
lower energies) turns into exponentially weak localization
(at higher energies). For most practical purposes, such
a crossover scale ✏

c

acts like an e↵ective mobility edge,
above which the e↵ects of localization become very weak.
They will thus not show up down to extremely low tem-
peratures, and only manifest themselves on rather large
scales.
A practical definition for such a crossover scale can be

obtained by identifying the energy ✏
c

where the perturba-
tive locator expansion (4) ceases to decay with distance
(while higher order loop corrections would most likely
reinstate a weak exponential decay), i.e.,

✏
c

= min{E|⇠FSA(E) = 1}. (8)

Here, the superscript FSA indicates the restriction to the
leading order forward scattering approximation. For non-
interacting fermions in d � 3 this criterion correctly se-
lects an energy for which k`(✏

c

) = O(1), a qualitative
criterion which is also satisfied by the rigorously defined,
sharp mobility edge (7). We stress that we are not so
much interested in the absolute value of ✏

c

at a given set
of parameters, but rather in its variations with magnetic
field. We expect the qualitative features of such vari-
ations to be much less sensitive to the approximations
involved in the restriction to forward scattering, than ✏

c

itself.
As mentioned before, in the absence of an e�cient

phonon or electron bath, the above defined ✏
c

will act
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Here the sum S0i(!, B) runs over all paths � of shortest
length |�| = r0i ⌘ dist(0, i), defined as the minimal num-
ber of nearest neighbor hops necessary to connect the
two sites. ��(B) is the flux enclosed by the loop formed
by path � and a fixed reference path connecting 0 and i.
The latter merely fixes the gauge of the Green’s function.

In Eq. (3), the only trace of quantum statistics is the
residue sgn("̃
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) of the locator, which applies to hard core
bosons. For non-interacting fermions, instead, this fac-
tor is absent. This forward scattering approximation,
and especially its fermionic version, has been analyzed
extensively in the literature.16,18–20,42,43
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The overbar denotes the disorder average. On a regular
lattice, this definition depends on the direction in which
the point i tends to infinite distance from 0, even though
the relative variations will be very similar for di↵erent
directions. Below we analyze the direction along a lattice
base vector, as indicated in Fig. 1.

From Eq. (3) it follows that at low excitation ener-
gies, ! ! 0, in the absence of a magnetic field (� = 0)
all paths come with positive amplitudes and thus inter-
fere constructively. A magnetic field destroys the per-
fect constructive interference by adding a phase factor
to each path. In contrast, for fermions, the path am-
plitudes always have essentially random signs, whatever
the magnetic field. However, for B = 0 the likeli-
hood of occasional, strongly destructive interferences be-
tween two bunches of paths is bigger than in finite flux.
This e↵ect was first discovered by Nguyen, Spivak and
Shklovskii.19 It leads to a weak negative magnetoresis-
tance for fermions, which contrasts with the strong pos-
itive response of bosons.18
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Definition of (e↵ective) mobility edge

Due to the increase of the single particle density of
states with energy ", based on formula (3) one expects an
increase of the localization length with increasing excita-
tion energy |"�µ|. If the tunneling amplitude t is finite,
the localization length of zero temperature excitations, as
defined by (4), may diverge at su�ciently high energies.
This is indeed expected to happen in dimensions d > 2
close enough to the transition to a conductor. This was
analyzed in quite some detail for fermionic insulators in
Refs. 35 and36. In such higher dimensional systems the
energy
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sharply defines a mobility edge in the limit T ! 0.
However, in dimensions d = 2 (the case of interest to

us here) at T = 0, one does not generally expect genuine
delocalization at finite excitation energies. Rather, in
close analogy with the well-known case of single particle
excitations in the absence of anti-localizing spin-orbit in-
teractions, one expects the proliferation of returns to the
origin of any finite energy excitation to induce localiza-
tion, albeit with a localization length that may become
exponentially large upon varying a control parameter. In
non-interacting fermionic problems the control parame-
ter is given by k`, which is to be considered as a function
of the energy E.
Nonetheless, even in d = 2 it is meaningful to iden-

tify a crossover energy ✏
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at which strong localization (at
lower energies) turns into exponentially weak localization
(at higher energies). For most practical purposes, such
a crossover scale ✏
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acts like an e↵ective mobility edge,
above which the e↵ects of localization become very weak.
They will thus not show up down to extremely low tem-
peratures, and only manifest themselves on rather large
scales.
A practical definition for such a crossover scale can be
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where the perturba-
tive locator expansion (4) ceases to decay with distance
(while higher order loop corrections would most likely
reinstate a weak exponential decay), i.e.,

✏
c
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Here, the superscript FSA indicates the restriction to the
leading order forward scattering approximation. For non-
interacting fermions in d � 3 this criterion correctly se-
lects an energy for which k`(✏
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) = O(1), a qualitative
criterion which is also satisfied by the rigorously defined,
sharp mobility edge (7). We stress that we are not so
much interested in the absolute value of ✏

c

at a given set
of parameters, but rather in its variations with magnetic
field. We expect the qualitative features of such vari-
ations to be much less sensitive to the approximations
involved in the restriction to forward scattering, than ✏
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As mentioned before, in the absence of an e�cient
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Defining a mobility edge in interacting systems 

•  In d=2: finite energy excitations are localized!  

    BUT: crossover from weak to strong localization: 
    Define: 
    Effective εc: Forward approx. diverges 
    [weak inelastic processes at T>0 suffice to really delocalize] 
   Expect:  
                                                     In d=2, at very low T: 

              How? Interesting open problem! 
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length |�| = r0i ⌘ dist(0, i), defined as the minimal num-
ber of nearest neighbor hops necessary to connect the
two sites. ��(B) is the flux enclosed by the loop formed
by path � and a fixed reference path connecting 0 and i.
The latter merely fixes the gauge of the Green’s function.

In Eq. (3), the only trace of quantum statistics is the
residue sgn("̃

k

) of the locator, which applies to hard core
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The overbar denotes the disorder average. On a regular
lattice, this definition depends on the direction in which
the point i tends to infinite distance from 0, even though
the relative variations will be very similar for di↵erent
directions. Below we analyze the direction along a lattice
base vector, as indicated in Fig. 1.

From Eq. (3) it follows that at low excitation ener-
gies, ! ! 0, in the absence of a magnetic field (� = 0)
all paths come with positive amplitudes and thus inter-
fere constructively. A magnetic field destroys the per-
fect constructive interference by adding a phase factor
to each path. In contrast, for fermions, the path am-
plitudes always have essentially random signs, whatever
the magnetic field. However, for B = 0 the likeli-
hood of occasional, strongly destructive interferences be-
tween two bunches of paths is bigger than in finite flux.
This e↵ect was first discovered by Nguyen, Spivak and
Shklovskii.19 It leads to a weak negative magnetoresis-
tance for fermions, which contrasts with the strong pos-
itive response of bosons.18
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into a simple hopping part and a geometric part captur-
ing interference,

⇠�1("0, B) = ln

✓
W

t

◆
+ ⇠�1

g

("0, B), (5)

where

⇠�1
g

("0, B) = � lim
r0i!1

1

r0i
ln |S0i(!, B)|

!!"0
. (6)

Definition of (e↵ective) mobility edge

Due to the increase of the single particle density of
states with energy ", based on formula (3) one expects an
increase of the localization length with increasing excita-
tion energy |"�µ|. If the tunneling amplitude t is finite,
the localization length of zero temperature excitations, as
defined by (4), may diverge at su�ciently high energies.
This is indeed expected to happen in dimensions d > 2
close enough to the transition to a conductor. This was
analyzed in quite some detail for fermionic insulators in
Refs. 35 and36. In such higher dimensional systems the
energy

✏
c

= inf{E|⇠(E) = 1}. (7)

sharply defines a mobility edge in the limit T ! 0.
However, in dimensions d = 2 (the case of interest to

us here) at T = 0, one does not generally expect genuine
delocalization at finite excitation energies. Rather, in
close analogy with the well-known case of single particle
excitations in the absence of anti-localizing spin-orbit in-
teractions, one expects the proliferation of returns to the
origin of any finite energy excitation to induce localiza-
tion, albeit with a localization length that may become
exponentially large upon varying a control parameter. In
non-interacting fermionic problems the control parame-
ter is given by k`, which is to be considered as a function
of the energy E.
Nonetheless, even in d = 2 it is meaningful to iden-

tify a crossover energy ✏
c

at which strong localization (at
lower energies) turns into exponentially weak localization
(at higher energies). For most practical purposes, such
a crossover scale ✏

c

acts like an e↵ective mobility edge,
above which the e↵ects of localization become very weak.
They will thus not show up down to extremely low tem-
peratures, and only manifest themselves on rather large
scales.
A practical definition for such a crossover scale can be

obtained by identifying the energy ✏
c

where the perturba-
tive locator expansion (4) ceases to decay with distance
(while higher order loop corrections would most likely
reinstate a weak exponential decay), i.e.,

✏
c

= min{E|⇠FSA(E) = 1}. (8)

Here, the superscript FSA indicates the restriction to the
leading order forward scattering approximation. For non-
interacting fermions in d � 3 this criterion correctly se-
lects an energy for which k`(✏

c

) = O(1), a qualitative
criterion which is also satisfied by the rigorously defined,
sharp mobility edge (7). We stress that we are not so
much interested in the absolute value of ✏

c

at a given set
of parameters, but rather in its variations with magnetic
field. We expect the qualitative features of such vari-
ations to be much less sensitive to the approximations
involved in the restriction to forward scattering, than ✏

c

itself.
As mentioned before, in the absence of an e�cient

phonon or electron bath, the above defined ✏
c

will act

R T( ) ≈ R0 exp
εc
T

⎛
⎝⎜

⎞
⎠⎟ εc T → 0( )→∞
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FIG. 1: Single-particle density of states for various disorder strengths W . A linear soft gap is formed due to Coulomb interactions

by imposing stability with respect to all possible single electron transitions.

III. RESULTS

A. Bosonic mobility edge

1. Energy and field dependence of localization length
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FIG. 2: Inverse localization length as a function of excitation energy ! for bosons.

The Coulomb gap enhances localization at low excitation energies as illustrated in Fig. 2. Without interaction, the
maximal constructive interference at zero energy leads to a maximum of the localization length. The situation changes
when Coulomb interactions create a gap and remove states close to zero-energy. In this case the localization length
of excitations follows qualitatively the variation of the density of states. This picture gives rise to the appearance of
an e↵ective mobility edge. Once a magnetic field is applied to the system, the constructive interference is reduced,
and therefore, the localization length is decreased. Of course the e↵ect is strongest at zero energy.

+ Field dependence (Fig. 3):
- Oscillation with period of one flux quantum per plaquette with corresponding charge.
- At low field: a) for very low energies (! ! 0), there is a direct increase of inverse localization length once the

magnetic field is applied. This is due to the suppression of constructive interference. b) for higher energies (eg.
! � 0.2 in the figure), the inverse localization length depends on B-field non-monotonically at low field: first decrease
and then gradual increase. The reason is that at non-zero energies the path amplitudes start having negative sign,
besides the positive one. A small B-field first reduces the destructive interference of paths with opposite signs, when B
is larger, its main e↵ect is to suppress the positive interference between the majority of paths. This dip survives only
as long as ! is small enough, so that most paths are positive in sign. [CITE SHLOV.-SPIVAK ’90] c) The gradual
increase of the inverse localization length at low field follows the power law / B4/5 by mapping to directed polymer
scaling analysis. (Inset figure showing that power law !?)

- At half integer flux, for low energies, there is first another dip due to suppression of constructive interference of
paths that di↵er by two unit cells. Inside this dip there is a cusp, which comes from the non-analyticity of logarithm
of a sum whose terms cancel each other strongly. For higher energies, the cusp is of the same origin as that at B = 0
and !0: the reduction of negative interference of paths.

εi = εi + Jijnj
j∈∂i
∑

Coulomb gap 

T. Nguyen and MM (2016) 
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At half integer flux, B = B0/2, further features appear
in ⇠(B). At that flux all path amplitudes are real, but
they fluctuate in sign. At exactly half-integer flux, the
localization length is a local minimum of ⇠(B). This is
reflected in a tiny upward cusp in ⇠�1

g

, as illustrated by
the inset of Fig. 4. It originates again from the elimina-
tion of occasional destructive interferences once the flux
per plaquette deviates slightly from half integer. How-
ever, at larger deviations the dominant e↵ect of B is the
destruction of maximal interference between paths that
di↵er by two unit cells; at least for su�ciently low ener-
gies ! where negative locators are rare. This results in
an increase of ⇠�1

g

. Similar local minima can be seen at
the lowest ! for fluxes that are multiples of B0/3.

The cusps at integer and half-integer flux are all non-
analytic. This can be understood from a mapping to di-
rected polymers. The mapping is truly faithful at ! = 0,
where all path weights are positive.18 However, also neg-
ative weight problems exhibit the same type of scaling
for the spatial roughness of paths (with wandering expo-
nent ⇣ = 2/3 in d = 2), and amplitude fluctuations gov-
erned by a Tracy-Widom distribution.21,45 From those,
one predicts a change of the localization length which
scales as �⇠�1

g

⇠ |�B| with the deviation �B from inte-
ger or half-integer flux, where the exponent has the value
 = 2⇣/(1 + ⇣) = 4/5. 18

B. Magneto-oscillation of the e↵ective mobility
edge

For energies well inside the Coulomb gap, the local-
ization length ⇠(!) is a monotonically growing function
of !. For su�ciently large hopping amplitude t, ⇠ di-
verges at the finite e↵ective mobility edge ✏

c

, which is
a periodic function of the flux. In Fig. 5 we plot ✏

c

(B)
for a fixed value of the hopping amplitude, t = 0.368E

C

,
and disorder strength W = E

C

. With these parameters,
we find the amplitude of oscillations of ✏

c

to be about
�✏

c

⇡ 0.1E
C

. The qualitative features of the field de-
pendence ✏

c

(B) are the same as those of ⇠�1
g

(B,!) (cf.
Fig. 4) for an energy ! ⇡ 0.3E

C

corresponding to the
flux-averaged average mobility edge. Upon approaching
criticality, as the average mobility edge decreases, we ex-
pect the function ✏

c

(B) to become non-monotonic in the
range B 2 [0, B0/2], exhibiting maxima slightly before
and after B0/2, in analogy to the field dependence of
⇠�1
g

at low energies, cf. Fig. 4. However, we do not show
corresponding results of the forward scattering analysis,
since so close to criticality our approximation is for sure
not reliable quantitatively; even though the discussed
qualitative features presumably survive.

Qualitatively, ✏
c

(B) shows the same features as those
of ⇠(B,! > 0). After a tiny, non-analytical decrease at
B ⌧ B0, the e↵ective mobility edge increases as a conse-
quence of the suppressed constructive interference in low
energy bosonic excitations. At half flux per plaquette,
✏
c

(B) exhibits an upward cusp |�B|4/5, like ⇠�1
g

(B). Its
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FIG. 5: Flux dependence of the e↵ective mobility edge of
bosonic excitations. The upward cusps ⇠ |�B|4/5 at half in-
teger fluxes, and similar (but tiny) cusps at integer fluxes
originate from the destruction of occasional negative interfer-
ence among certain close pairs of paths with real amplitudes
but opposite signs. The overall dome shape of the oscillation
reflects the destruction of the predominantly positive inter-
ference by the Aharonov-Bohm phases introduced by incom-
mensurate fluxes.

origin lies in the destruction of occasional, nearly com-
plete negative interferences.

C. Increased relative oscillations upon approach to
criticality

Note that as long as the e↵ective mobility edge lies well
within the Coulomb gap ✏

c

. Egap = E2
C

/(2CW ) the dis-
order strengthW plays a minor role, since the smallest lo-
cators have an abundance dictated by the pseudo-gapped
part of the density of states, which is nearly disorder in-
dependent.

In contrast, the hopping amplitude t a↵ects the loca-
tion of the e↵ective mobility edge directly, as illustrated
in Fig. 6. That figure shows that, upon tuning the hop-
ping between islands, the oscillation amplitude increases
as the e↵ective mobility edge decreases, i.e., as the tran-
sition to the superconductor is approached. The location
of the transition can roughly be estimated from the cri-
terion ✏

c

(B = 0) ⇡ 0, but in its vicinity the forward
scattering approximation should not be trusted quanti-
tatively. For some range beyond the zero-field transition,
the magnetic field is expected to be able to drive an SI
transition.

It is interesting to compare these qualitative predic-
tions with experimental data. To do so we interpret ✏

c

as the activation energy entering the Arrhenius-type re-
sistance, and �✏

c

its field-induced variation. The exper-
iments of Refs. 22 (Fig. 3) and 25 (Fig. 3(b)) show the
same trends as we find from our theory: the further the
system is from criticality, the smaller is the variation of
the activation energy.

f 4/5

f −1/ 2 4/5
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At half integer flux, B = B0/2, further features appear
in ⇠(B). At that flux all path amplitudes are real, but
they fluctuate in sign. At exactly half-integer flux, the
localization length is a local minimum of ⇠(B). This is
reflected in a tiny upward cusp in ⇠�1

g

, as illustrated by
the inset of Fig. 4. It originates again from the elimina-
tion of occasional destructive interferences once the flux
per plaquette deviates slightly from half integer. How-
ever, at larger deviations the dominant e↵ect of B is the
destruction of maximal interference between paths that
di↵er by two unit cells; at least for su�ciently low ener-
gies ! where negative locators are rare. This results in
an increase of ⇠�1

g

. Similar local minima can be seen at
the lowest ! for fluxes that are multiples of B0/3.

The cusps at integer and half-integer flux are all non-
analytic. This can be understood from a mapping to di-
rected polymers. The mapping is truly faithful at ! = 0,
where all path weights are positive.18 However, also neg-
ative weight problems exhibit the same type of scaling
for the spatial roughness of paths (with wandering expo-
nent ⇣ = 2/3 in d = 2), and amplitude fluctuations gov-
erned by a Tracy-Widom distribution.21,45 From those,
one predicts a change of the localization length which
scales as �⇠�1

g

⇠ |�B| with the deviation �B from inte-
ger or half-integer flux, where the exponent has the value
 = 2⇣/(1 + ⇣) = 4/5. 18

B. Magneto-oscillation of the e↵ective mobility
edge

For energies well inside the Coulomb gap, the local-
ization length ⇠(!) is a monotonically growing function
of !. For su�ciently large hopping amplitude t, ⇠ di-
verges at the finite e↵ective mobility edge ✏

c

, which is
a periodic function of the flux. In Fig. 5 we plot ✏

c

(B)
for a fixed value of the hopping amplitude, t = 0.368E

C

,
and disorder strength W = E

C

. With these parameters,
we find the amplitude of oscillations of ✏

c

to be about
�✏

c

⇡ 0.1E
C

. The qualitative features of the field de-
pendence ✏

c

(B) are the same as those of ⇠�1
g

(B,!) (cf.
Fig. 4) for an energy ! ⇡ 0.3E

C

corresponding to the
flux-averaged average mobility edge. Upon approaching
criticality, as the average mobility edge decreases, we ex-
pect the function ✏

c

(B) to become non-monotonic in the
range B 2 [0, B0/2], exhibiting maxima slightly before
and after B0/2, in analogy to the field dependence of
⇠�1
g

at low energies, cf. Fig. 4. However, we do not show
corresponding results of the forward scattering analysis,
since so close to criticality our approximation is for sure
not reliable quantitatively; even though the discussed
qualitative features presumably survive.

Qualitatively, ✏
c

(B) shows the same features as those
of ⇠(B,! > 0). After a tiny, non-analytical decrease at
B ⌧ B0, the e↵ective mobility edge increases as a conse-
quence of the suppressed constructive interference in low
energy bosonic excitations. At half flux per plaquette,
✏
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(B) exhibits an upward cusp |�B|4/5, like ⇠�1
g

(B). Its
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FIG. 5: Flux dependence of the e↵ective mobility edge of
bosonic excitations. The upward cusps ⇠ |�B|4/5 at half in-
teger fluxes, and similar (but tiny) cusps at integer fluxes
originate from the destruction of occasional negative interfer-
ence among certain close pairs of paths with real amplitudes
but opposite signs. The overall dome shape of the oscillation
reflects the destruction of the predominantly positive inter-
ference by the Aharonov-Bohm phases introduced by incom-
mensurate fluxes.

origin lies in the destruction of occasional, nearly com-
plete negative interferences.

C. Increased relative oscillations upon approach to
criticality

Note that as long as the e↵ective mobility edge lies well
within the Coulomb gap ✏

c

. Egap = E2
C

/(2CW ) the dis-
order strengthW plays a minor role, since the smallest lo-
cators have an abundance dictated by the pseudo-gapped
part of the density of states, which is nearly disorder in-
dependent.

In contrast, the hopping amplitude t a↵ects the loca-
tion of the e↵ective mobility edge directly, as illustrated
in Fig. 6. That figure shows that, upon tuning the hop-
ping between islands, the oscillation amplitude increases
as the e↵ective mobility edge decreases, i.e., as the tran-
sition to the superconductor is approached. The location
of the transition can roughly be estimated from the cri-
terion ✏

c

(B = 0) ⇡ 0, but in its vicinity the forward
scattering approximation should not be trusted quanti-
tatively. For some range beyond the zero-field transition,
the magnetic field is expected to be able to drive an SI
transition.

It is interesting to compare these qualitative predic-
tions with experimental data. To do so we interpret ✏

c

as the activation energy entering the Arrhenius-type re-
sistance, and �✏

c

its field-induced variation. The exper-
iments of Refs. 22 (Fig. 3) and 25 (Fig. 3(b)) show the
same trends as we find from our theory: the further the
system is from criticality, the smaller is the variation of
the activation energy.
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act period doubling and induces maximal localization of
fermions at half-integer flux, as confirmed by Fig. 7.

Since this interaction e↵ect is usually significantly
stronger than the e↵ect of a non-symmetric density of
states, the deviation from period doubling in fermionic
insulators can be used, qualitatively, as a measure and
witness of Coulomb correlation e↵ects.

VI. SUMMARY AND CONCLUSION

In Fig. 9 we provide a direct comparison of the oscilla-
tions of the e↵ective mobility edge as a function of mag-
netic field for fermions of charge e and those of hard core
bosons (tightly bound electron pairs) of charge 2e. Since
these two systems share the same flux interval between
peaks of enhanced localization, the latter cannot be used
to determine the nature of the charge carriers. However,
bosons and fermions are clearly distinguished by their op-
posite magnetoresistance close to integer fluxes: Bosons
(at ! = 0) have a minimum of localization tendency at
those points, whereas fermions exhibit a (weaker) maxi-
mum; a cousin of that fermionic maximum also appears
at half integer flux. Note that the oscillation amplitude
of the fermionic e↵ective mobility edge is nearly one order
of magnitude smaller than that of the bosons.

As we explained in the last section, the correlations in-
duced by repulsive interactions render the two fermionic
maxima within a flux period inequivalent and enhance
localization at half integer fluxes. We hope that future
experiments on patterned films of non-superconducting
metals will reveal these qualitative features reflecting
both fermionic statistics and correlations in the Coulomb
glass.

Many aspects of our simple theoretical modelling are in
reasonable semi-quantitative agreement with experimen-
tal data reported by J. Valles’ group22,23,25: The overall
sign and shape of the magneto-oscillations, their cuspy
nature at half flux as well as the evolution of their rela-
tive size as one tunes the distance to criticality. It would
be interesting to test further predictions of our model,
such as the appearance of a double hump in the oscilla-
tion period, as one approaches criticality more closely.
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hospitality of the University of Basel where part of this
work was done. T. T. N. thanks the Paul Scherrer In-
stitute for hospitality during an extended stay which al-
lowed to complete this project.

Appendix A: Period doubling in the
magnetoresistance of non-interacting fermions

This appendix recalls the period-doubling in the mag-
netoresistance of non-interacting fermions on regular lat-
tices, as evaluated within the forward scattering approxi-
mation. If the disordered onsite energies are uncorrelated
and symmetrically distributed around ! = 0, one can
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FIG. 9: Oscillations of the e↵ective mobility edge of hard-
core bosons of charge 2e versus that of fermions of charge e.
Each set of data is shown in units of the relevant Coulomb
interaction between nearest neighbors. Due to the approxi-
mate period doubling for fermions, the flux interval between
maxima is the same as for bosons, but the structure within
the oscillation period is very di↵erent: Fermions start with
negative magnetoresistance at small fields, exhibit a smaller
oscillation amplitude and alternating peak heights.

prove that the localization length as a function of flux,
⇠(B), is a periodic function of B with the reduced period
B0/2, B0 corresponding to one flux quantum threading
a unit cell of the lattice. We show this for the cases of
square and honeycomb lattices, see Fig. 10. In both lat-
tices we marked a fraction of the sites with blue spots.
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FIG. 10: Analyzing fermionic localization on two di↵erent
lattices. For localization at energy ! = 0, adding half a flux
quantum per unit cell is equivalent to having no flux and
changing the sign of onsite disorder on the subset of sites
marked by circles, which yields a statistically equiprobable
disorder configuration. For a symmetric disorder distribution,
this property implies a period doubling of the magnetoresis-
tance for non-interacting fermions, when evaluated in forward
scattering approximation.

Consider the sum over shortest paths � connecting site
0 to site i, in the presence of a magnetic field B. Adding
half a flux quantum per plaquette, one easily checks that
the extra Aharonov-Bohm phase between two paths �
and �0 is given by (�1)Ns , where N

s

is the number of
marked sites that are not shared by both paths. One
can verify that the same relative phase is obtained if the
signs of all locators on the marked sites is reversed. This
implies that up to a global sign the sum over paths at
! = 0 is equivalent to a sum in a field B + B0/2, but
with reversed sign of the onsite energy on marked sites.
This change of sign leaves the measure of uncorrelated
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act period doubling and induces maximal localization of
fermions at half-integer flux, as confirmed by Fig. 7.

Since this interaction e↵ect is usually significantly
stronger than the e↵ect of a non-symmetric density of
states, the deviation from period doubling in fermionic
insulators can be used, qualitatively, as a measure and
witness of Coulomb correlation e↵ects.

VI. SUMMARY AND CONCLUSION

In Fig. 9 we provide a direct comparison of the oscilla-
tions of the e↵ective mobility edge as a function of mag-
netic field for fermions of charge e and those of hard core
bosons (tightly bound electron pairs) of charge 2e. Since
these two systems share the same flux interval between
peaks of enhanced localization, the latter cannot be used
to determine the nature of the charge carriers. However,
bosons and fermions are clearly distinguished by their op-
posite magnetoresistance close to integer fluxes: Bosons
(at ! = 0) have a minimum of localization tendency at
those points, whereas fermions exhibit a (weaker) maxi-
mum; a cousin of that fermionic maximum also appears
at half integer flux. Note that the oscillation amplitude
of the fermionic e↵ective mobility edge is nearly one order
of magnitude smaller than that of the bosons.

As we explained in the last section, the correlations in-
duced by repulsive interactions render the two fermionic
maxima within a flux period inequivalent and enhance
localization at half integer fluxes. We hope that future
experiments on patterned films of non-superconducting
metals will reveal these qualitative features reflecting
both fermionic statistics and correlations in the Coulomb
glass.

Many aspects of our simple theoretical modelling are in
reasonable semi-quantitative agreement with experimen-
tal data reported by J. Valles’ group22,23,25: The overall
sign and shape of the magneto-oscillations, their cuspy
nature at half flux as well as the evolution of their rela-
tive size as one tunes the distance to criticality. It would
be interesting to test further predictions of our model,
such as the appearance of a double hump in the oscilla-
tion period, as one approaches criticality more closely.

Acknowledgment: T. T. N. and M.M. acknowledge the
hospitality of the University of Basel where part of this
work was done. T. T. N. thanks the Paul Scherrer In-
stitute for hospitality during an extended stay which al-
lowed to complete this project.

Appendix A: Period doubling in the
magnetoresistance of non-interacting fermions

This appendix recalls the period-doubling in the mag-
netoresistance of non-interacting fermions on regular lat-
tices, as evaluated within the forward scattering approxi-
mation. If the disordered onsite energies are uncorrelated
and symmetrically distributed around ! = 0, one can
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FIG. 9: Oscillations of the e↵ective mobility edge of hard-
core bosons of charge 2e versus that of fermions of charge e.
Each set of data is shown in units of the relevant Coulomb
interaction between nearest neighbors. Due to the approxi-
mate period doubling for fermions, the flux interval between
maxima is the same as for bosons, but the structure within
the oscillation period is very di↵erent: Fermions start with
negative magnetoresistance at small fields, exhibit a smaller
oscillation amplitude and alternating peak heights.

prove that the localization length as a function of flux,
⇠(B), is a periodic function of B with the reduced period
B0/2, B0 corresponding to one flux quantum threading
a unit cell of the lattice. We show this for the cases of
square and honeycomb lattices, see Fig. 10. In both lat-
tices we marked a fraction of the sites with blue spots.
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FIG. 10: Analyzing fermionic localization on two di↵erent
lattices. For localization at energy ! = 0, adding half a flux
quantum per unit cell is equivalent to having no flux and
changing the sign of onsite disorder on the subset of sites
marked by circles, which yields a statistically equiprobable
disorder configuration. For a symmetric disorder distribution,
this property implies a period doubling of the magnetoresis-
tance for non-interacting fermions, when evaluated in forward
scattering approximation.

Consider the sum over shortest paths � connecting site
0 to site i, in the presence of a magnetic field B. Adding
half a flux quantum per plaquette, one easily checks that
the extra Aharonov-Bohm phase between two paths �
and �0 is given by (�1)Ns , where N

s

is the number of
marked sites that are not shared by both paths. One
can verify that the same relative phase is obtained if the
signs of all locators on the marked sites is reversed. This
implies that up to a global sign the sum over paths at
! = 0 is equivalent to a sum in a field B + B0/2, but
with reversed sign of the onsite energy on marked sites.
This change of sign leaves the measure of uncorrelated
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FIG. 7: Variations of the inverse localization length ⇠�1
g,(F ) of

fermionic excitations at ! = 0 as a function of magnetic field
- with and without interactions. In the non-interacting case,
the symmetry in the distribution of the uncorrelated disorder
potential leads to a doubling of the oscillation period. In the
presence of interactions, the e↵ective disorder is correlated,
which re-instates the flux periodicity expected for fermions,
B(F )

0 = hc/e. The correlations due to Coulomb repulsion en-
hance the localization at half a flux per plaquette as compared
to commensurate flux, as explained in the main text.
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FIG. 8: Magnetic field dependence of the fermionic e↵ective
mobility edge ✏(F )

C . The qualitative features are similar to the
variation of the inverse localization length in Fig. 7.

A. Negative magnetoresistance of fermions

The increase of the fermion’s localization length at
small fields, as opposed to the stronger decrease in low
energy bosons, is due to the fact that at B = 0 fermionic
paths already come with random signs, so that there is no
dominant positive interference to be destroyed by an ex-
tra B-field. Instead it is the B-induced lifting of acciden-
tal negative interference between two bunches of paths of
nearly equal amplitude, which dominates the magnetore-
sistance by occasionally enhancing the tunneling further
away. Such negative interferences are not that abundant,
however. Therefore the resulting negative magnetoresis-
tance is significantly less strong than the suppression of
maximally positive interference of all bosonic paths. This
explains the smaller amplitude of the field-induced vari-
ations in fermions.18

Fermionic path sums also obey the scaling of the
Kardar-Parisi-Zhang universality class.45 Probabilistic
arguments on the occurrence of large, strongly interfering

pairs of path bundles18,21 thus lead again to the predic-
tion that ⇠�1, as well as the e↵ective mobility edge, vary
in a non-analytical fashion close to integer and half inte-
ger fluxes as �⇠�1 ⇠ �|�B|4/5.

B. Approximate period doubling and traces of
interaction correlations in fermionic

magneto-oscillations

An interesting, hitherto little explored feature is the
structure of the magneto-oscillation within a flux period.
For fermions there are two local maxima of ⇠�1 within
one period. They occur at integer and half integer flux,
where all path amplitudes are real (albeit random in
sign). This maximally favors negative interference. In
fact, it has been known for a long time (cf., for example,
Ref.20, Fig. 3.2) that in non-interacting models, for an
energy at the center of a symmetric impurity band, the
magneto-oscillations of ⇠ have a shorter period, reduced
from B0 to B0/2, with identical peaks at integer and half
integer flux, as we reconfirm in Fig. 7. For complete-
ness, the proof of this fact is given in App. A. It relies
on the symmetry of the distribution of onsite-potentials,
⇢(!+ �) = ⇢(!� �), and, most importantly, on the inde-
pendence of potentials from site to site.

The first assumption on the density of states is not
that crucial. Indeed the deviations from perfect period
doubling are not very significant as long as ! remains
close to the band center of a featureless density of states.
The assumption of independence of onsite potentials is
much more important. Crucially, it breaks down in the
presence of interactions that induce correlations between
local energies of spatially close sites. Indeed, around a
soft site with a low local potential, non-local repulsive
interactions suppress other sites with small potentials of
opposite sign. That is, low energy sites in the vicinity
of an occupied low energy site will predominantly be oc-
cupied themselves, rather than empty. Otherwise the
considered configuration would be unstable with respect
to the transfer from the occupied to the nearby empty
sites.

This bunching e↵ect of low energy sites of the same
kind has been described long ago in the literature of
Coulomb glasses.46,47 For the locator expansion in the
insulating phase, it has the following interesting implica-
tion. Consider a small loop of interfering paths. Paths
with significant weight contain a lot of small denomina-
tors, that is, they tend to pass through low energy sites.
The correlation e↵ect implies that two small denomina-
tors occuring in the two branches of a small loop are more
likely to be of the same sign, and thus to interfere posi-
tively in the absence of flux. At the level of such a loop,
adding half a flux through the plaquette is equivalent to
flipping the sign of one of the energies. This induces a
bias towards negatively interfering path pairs and thus
enhances the localization tendency. The bias introduced
by correlations among nearby sites thus destroys the ex-
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FIG. 6: The zero-field e↵ective mobility edge ✏c(B = 0) and
the magneto-oscillation amplitude �✏c, plotted as a function
of the hopping amplitude t. The mobility edge ✏c can be tuned
by the hopping t. It serves as a measure for the distance to
criticality. As the mobility edge ✏c decreases and the transi-
tion is approached (approximately where ✏c(B = 0) ⇡ 0, as
marked by the arrow), the oscillation amplitude increases.

IV. RELATING THEORY TO EXPERIMENTS

The experimental structured films22,23,27 bear signa-
tures of bosonic insulators, the small field magnetoresis-
tance being positive, while the flux periodicity is that
expected for charges q = 2e. We note that unpaired,
non-interacting electrons of charge q = 1e would exhibit
the same flux periodicity as we recall in the next section;
however, as we will discuss there, in the presence of in-
teractions the period of single electrons is doubled and
thus faithfully reflects the carrier’s charge.

To relate our theoretical study to experimental sys-
tems, we need to discuss the relevant scale of Coulomb
interactions, E

C

. For an insulator of bosonic carriers
of charge q = 2e, with a lattice spacing between is-
lands a ⇡ 50nm and dielectric constant  one obtains
the Coulomb scale E

C

= q2/a ⇡ 1334/K. The essen-
tial di�culty resides in determining the e↵ective dielec-
tric constant  which governs the Coulomb interaction at
and above the lattice scale a. This is nearly impossible to
predict from first principles as the islands possess a large
polarizability and have to be considered as nearly touch-
ing each other. Therefore they renormalize the dielectric
constant of the medium surrounding the patterned film,
such that values of  ⇠ 102 � 103 are not unrealistic.

However, another consideration allows us to argue for
an upper bound on E

C

, simply on empirical grounds.
The system essentially realizes an array of Josephson
junctions. The proximity to the superconductor suggests
that the charging energy (⇠ E

C

) is of the order of the
Josephson energy, whose role is played by the hopping t
here. Deeply in the superconducting phase, the Joseph-
son coupling determines the scale of the transition tem-
perature T

c

. These considerations imply that not too far
from criticality E

C

is of the order of typical T
c

in well
superconducting samples. Empirically, the latter never
exceeds a few Kelvin, suggesting that E

C

⇠ 2K, and

e↵ectively  ⇠ 500.

Our results in Fig. 6 show that typical magneto-
oscillation amplitudes are of the order of one magnitude
smaller than E

C

. This is compatible with experimental
oscillation amplitudes of activation energies of the order
of 0.2K, as extracted from resistance data that were fit-
ted to an Arrhenius law.23

Our theory predicts a non-analytic cusp of the e↵ective
mobility edge at half integer fluxes, and another cusp
of much smaller size at integer flux. Interestingly, such
cuspy features have been observed in measurements of
the resistance as a function of B, cf. Ref. 22, Fig. 2A.

As we discussed in the previous section, we further ex-
pect that upon approaching criticality, when ✏

c

. 0.1E
C

,
the resistance develops a double-hump within an oscilla-
tion period, akin to the low energy behavior of ⇠�1

g

(!).
Unfortunately, in the experimental systems of Refs. 22
and 23 this corresponds to a rather small energy scale.
Therefore very low temperatures will be requireed to reli-
ably observe an activated behavior over a su�cient range
of resistances and extract activation energies from it that
would exhibit this double-hump feature.

V. ROLE OF QUANTUM STATISTICS -
BOSONIC VS FERMIONIC MOBILITY EDGES

Apart from studying bosonic insulators per se, a cen-
tral goal of this study is to investigate the role of quan-
tum statistics in insulators. To this end we repeated the
same type of analysis as above for a system of spinless
fermions, subject to the same Coulomb interactions. The
only di↵erence with respect to the previously considered
hard core bosons consists in the exchange statistics of the
particles, while the Hilbert space and the terms in the
Hamiltonian were left essentially identical. Data for the
inverse localization lengths and e↵ective mobility edges
of fermions are shown in Figs. 7 and 8. The e↵ective
mobility edge of fermions oscillates with magnetic flux
similarly as ⇠�1 at finite !.

The comparison between Figs. 4 and 7 show three main
e↵ects of the opposite exchange statistics, some of which
have been discussed previously in the literature18,20,21:
(i) the magnetoresistance of fermions in small fields is op-
posite to that of bosons at low energies; (ii) the amplitude
of the field-induced variations are significantly smaller
in fermions; (iii) the structure within an oscillation pe-
riod is very di↵erent: bosons show one dome shaped os-
cillation, whereas fermions exhibit a pronounced double
hump with a second local maximum in the localization
length at half flux. As we discuss below the details of the
latter reflect the nature of Coulomb correlations. Let us
now explain these features in turn.
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(defined by a locally stable classical charge distribution),
to leading order in the hopping, the Green’s function at
large distance is obtained as

G0,i(!, B)

G0,0(!, B)
= tr0i

X

�:0!i

|�|=r0i

ei��(B)
Y

k2�\{0}

sgn("̃
k

)

"̃
k

� !

⌘
✓

t

W

◆
r0i

S0i(!, B). (3)

Here the sum S0i(!, B) runs over all paths � of shortest
length |�| = r0i ⌘ dist(0, i), defined as the minimal num-
ber of nearest neighbor hops necessary to connect the
two sites. ��(B) is the flux enclosed by the loop formed
by path � and a fixed reference path connecting 0 and i.
The latter merely fixes the gauge of the Green’s function.

In Eq. (3), the only trace of quantum statistics is the
residue sgn("̃

k

) of the locator, which applies to hard core
bosons. For non-interacting fermions, instead, this fac-
tor is absent. This forward scattering approximation,
and especially its fermionic version, has been analyzed
extensively in the literature.16,18–20,42,43

The localization length of excitations at energy "0 is
defined as the inverse of the typical spatial decay rate of
Green’s function residues of poles at " = "0,

⇠�1("0, B) = � lim
r0i!1

1

r0i
ln

����
G0,i(!, B)

G0,0(!, B)

����
!!"0

. (4)

The overbar denotes the disorder average. On a regular
lattice, this definition depends on the direction in which
the point i tends to infinite distance from 0, even though
the relative variations will be very similar for di↵erent
directions. Below we analyze the direction along a lattice
base vector, as indicated in Fig. 1.

From Eq. (3) it follows that at low excitation ener-
gies, ! ! 0, in the absence of a magnetic field (� = 0)
all paths come with positive amplitudes and thus inter-
fere constructively. A magnetic field destroys the per-
fect constructive interference by adding a phase factor
to each path. In contrast, for fermions, the path am-
plitudes always have essentially random signs, whatever
the magnetic field. However, for B = 0 the likeli-
hood of occasional, strongly destructive interferences be-
tween two bunches of paths is bigger than in finite flux.
This e↵ect was first discovered by Nguyen, Spivak and
Shklovskii.19 It leads to a weak negative magnetoresis-
tance for fermions, which contrasts with the strong pos-
itive response of bosons.18

It is convenient to split the inverse localization length
into a simple hopping part and a geometric part captur-
ing interference,

⇠�1("0, B) = ln

✓
W

t

◆
+ ⇠�1

g

("0, B), (5)

where

⇠�1
g

("0, B) = � lim
r0i!1

1

r0i
ln |S0i(!, B)|

!!"0
. (6)

Definition of (e↵ective) mobility edge

Due to the increase of the single particle density of
states with energy ", based on formula (3) one expects an
increase of the localization length with increasing excita-
tion energy |"�µ|. If the tunneling amplitude t is finite,
the localization length of zero temperature excitations, as
defined by (4), may diverge at su�ciently high energies.
This is indeed expected to happen in dimensions d > 2
close enough to the transition to a conductor. This was
analyzed in quite some detail for fermionic insulators in
Refs. 35 and36. In such higher dimensional systems the
energy

✏
c

= inf{E|⇠(E) = 1}. (7)

sharply defines a mobility edge in the limit T ! 0.
However, in dimensions d = 2 (the case of interest to

us here) at T = 0, one does not generally expect genuine
delocalization at finite excitation energies. Rather, in
close analogy with the well-known case of single particle
excitations in the absence of anti-localizing spin-orbit in-
teractions, one expects the proliferation of returns to the
origin of any finite energy excitation to induce localiza-
tion, albeit with a localization length that may become
exponentially large upon varying a control parameter. In
non-interacting fermionic problems the control parame-
ter is given by k`, which is to be considered as a function
of the energy E.
Nonetheless, even in d = 2 it is meaningful to iden-

tify a crossover energy ✏
c

at which strong localization (at
lower energies) turns into exponentially weak localization
(at higher energies). For most practical purposes, such
a crossover scale ✏

c

acts like an e↵ective mobility edge,
above which the e↵ects of localization become very weak.
They will thus not show up down to extremely low tem-
peratures, and only manifest themselves on rather large
scales.
A practical definition for such a crossover scale can be

obtained by identifying the energy ✏
c

where the perturba-
tive locator expansion (4) ceases to decay with distance
(while higher order loop corrections would most likely
reinstate a weak exponential decay), i.e.,

✏
c

= min{E|⇠FSA(E) = 1}. (8)

Here, the superscript FSA indicates the restriction to the
leading order forward scattering approximation. For non-
interacting fermions in d � 3 this criterion correctly se-
lects an energy for which k`(✏

c

) = O(1), a qualitative
criterion which is also satisfied by the rigorously defined,
sharp mobility edge (7). We stress that we are not so
much interested in the absolute value of ✏

c

at a given set
of parameters, but rather in its variations with magnetic
field. We expect the qualitative features of such vari-
ations to be much less sensitive to the approximations
involved in the restriction to forward scattering, than ✏

c

itself.
As mentioned before, in the absence of an e�cient

phonon or electron bath, the above defined ✏
c

will act
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FIG. 1: Single-particle density of states for various disorder strengths W . A linear soft gap is formed due to Coulomb interactions

by imposing stability with respect to all possible single electron transitions.

III. RESULTS

A. Bosonic mobility edge

1. Energy and field dependence of localization length
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FIG. 2: Inverse localization length as a function of excitation energy ! for bosons.

The Coulomb gap enhances localization at low excitation energies as illustrated in Fig. 2. Without interaction, the
maximal constructive interference at zero energy leads to a maximum of the localization length. The situation changes
when Coulomb interactions create a gap and remove states close to zero-energy. In this case the localization length
of excitations follows qualitatively the variation of the density of states. This picture gives rise to the appearance of
an e↵ective mobility edge. Once a magnetic field is applied to the system, the constructive interference is reduced,
and therefore, the localization length is decreased. Of course the e↵ect is strongest at zero energy.

+ Field dependence (Fig. 3):
- Oscillation with period of one flux quantum per plaquette with corresponding charge.
- At low field: a) for very low energies (! ! 0), there is a direct increase of inverse localization length once the

magnetic field is applied. This is due to the suppression of constructive interference. b) for higher energies (eg.
! � 0.2 in the figure), the inverse localization length depends on B-field non-monotonically at low field: first decrease
and then gradual increase. The reason is that at non-zero energies the path amplitudes start having negative sign,
besides the positive one. A small B-field first reduces the destructive interference of paths with opposite signs, when B
is larger, its main e↵ect is to suppress the positive interference between the majority of paths. This dip survives only
as long as ! is small enough, so that most paths are positive in sign. [CITE SHLOV.-SPIVAK ’90] c) The gradual
increase of the inverse localization length at low field follows the power law / B4/5 by mapping to directed polymer
scaling analysis. (Inset figure showing that power law !?)

- At half integer flux, for low energies, there is first another dip due to suppression of constructive interference of
paths that di↵er by two unit cells. Inside this dip there is a cusp, which comes from the non-analyticity of logarithm
of a sum whose terms cancel each other strongly. For higher energies, the cusp is of the same origin as that at B = 0
and !0: the reduction of negative interference of paths.
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Magnetoresistance peak in granular superconductors

(Dated: June 25, 2016)

I. MODEL

To describe the magnetoresistance (MR) peak observed in recent experiments (Shahar ’04, Valles ’07-’09-’14, Sacepe
’15, ...), we introduce a minimal model given by the following Hamiltonian

H =
X

i,�

("i � µ)ni,� �
X

i

(�ini"ni# �BEZ(ni" � ni#))

�
X

hi,ji,�

⇣
t
(ij)
1 c†i,�cj,� + h.c.

⌘
�

X

hi,ji

⇣
t
(ij)
2 c†i,"c

†
i,#cj,#cj," + h.c.

⌘
. (1)

The disordered onsite energies "i are uniformly distributed in [�W,W ],

P (") =
1

2W
⇥(W � ")⇥("+W ). (2)

On each site, the local pairing to form a singlet is given by an attractive potential �i, which can be random of Gaussian
type with a mean value �0 and a variance �2,

P (�) =
1

�
p
2⇡

exp

✓
� (�� �0)2

2�2

◆
. (3)

It competes with the depairing e↵ect from an applied magnetic field due to the Zeeman e↵ect. In the presence of a

magnetic field, the single particle and pair hoppings gain a phase t
(ij)
p = tpe

ipB�ij with p = 1, 2 and B�ij being the
Aharonov Bohm phase for a single electron hop from site i to j.

Depending on where the system is in the parameter space {W,�0,�, EZ , B, t1,2}, the single particle or pair trans-
port would dominate, and thus determines the behavior of the magnetoresitance. We assume that the transport in
the system is described by the variable range hopping (TN: argument?! why VRH, not activated transport? any
experiments supporting this VRH?!) in which the resistance obeys

R(T ) ⇠ exp

✓
TM

T

◆ 1
d+1

(4)

The quantity of our interest is the Mott’s temperature corresponding to low energy excitations, most importantly the
zero energy one given by

TM =
1

⇢0⇠20
. (5)

⇢0 denotes the DOS of zero excitation energy, and ⇠0 is the localization length of that excitation for a given transport
carrier type.

II. CLASSICAL GROUND STATE: DOS EFFECT INDUCED BY ZEEMAN DEPAIRING

A. The evolution of the single-site DOS’s with magnetic field

In this section, we analyze the single-site DOS’s for single-electron and pair excitations corresponding to the classical
part of the Hamiltonian. Firstly, a classical ground state is defined by a set of occupation numbers {ni}, where
ni = ni,# + ni,". The chemical potential µ is the value such that the total particle number is Ne =

P
i ni = Nsites.

We find the following ground state configuration:

"D ⌘ "i � µ�min(�i/2,�i �BEZ) < 0 ! ni,# = ni," = 1,

"S1 ⌘ "i � µ� �i +BEZ > 0; "S2 ⌘ "i � µ�BEZ < 0 ! ni,# = 1, ni," = 0,

"E ⌘ "i � µ�max(BEZ ,�i/2) > 0 ! ni,# = ni," = 0. (6)
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Our Approach 
1. Solve classical part (trivial) → density of states: ρpair(E;B), ρsingle(E;B)    
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MOTIVATION
A giant magneto-resistance peak signals a crossover from the
a Cooper pair (P) dominated transport to a single (S) electron
dominated one with unresolved origin theoretically.

Hollen et al. [?] Sambandamurthy et al. [?]

Baturina et al. [?]

OUR CONTRIBUTIONS
The microscopic theory of hopping transport we studied cap-
tures the essential physics of the magnetic field driven boson-
to-fermion crossover in transport in the SIT context.

• The main driving force toward the magnetoresistance
peak is the Zeeman depairing. It gives rise to the ap-
pearance of the single electron energy excitations and
strongly enhances their delocalization tendency.

• Interplay between depairing and interference: the MR
peak can be masked by strong magneto-oscillations on
the bosonic side if the latter is strong enough due to a
significant interference effect for bosons.

• Further away from criticality, the fermionic transport
with relevant features takes place at a smaller magnetic
field with a higher characteristic temperature.

RESULTS 1: DEPAIRING ON DOS’S
⌅ A magnetic field closes the gap in the distribution of single
excitations and suppresses the low energy pair excitations.
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In the pair-single site coexisting regime, �W � BEZ < µ <
W �BEZ , the DOS’s for the zero energy are given by
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⌅ The crossing field where two characteristic temperatures for pair
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RESULTS 2: INTERFERENCE ON ⇠
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• A remnant of oscillations with period of B0/2 = hc/2e
for both the pair and single localization lengths of the
zero energy excitations; the former is more visible than
the latter.

• A positive (negative) magnetoresistance with an initial
upturn (downturn) for pairs (singles) due to suppression
of constructive (destructive) interference.

• In the presence of pair-single mixture due to the de-
pairing effect, the field varied localization for singles is
quantitatively equivalent with the one for pairs.

• The stronger the depairing effect is, the more pair (sin-
gle) excitations get localized (delocalized).

RESULTS 3: PAIR-SINGLE CROSSOVER
⌅ A B field ungaps low energy single electron excitations and
delocalizes them while doing the opposite for pair excitations
promoting a pair-to-single crossover in transport, a magnetore-
sistance peak. The location of this crossover strongly depends
on the depairing energy for a given interaction strength.
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⌅ As varying the distance to the transition to superconductor
by tunning the pair hopping, the location of the peak and the
height of the peak varies.
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All the depairing processes are included in the classical part of the Hamiltonian, and so affects the zero energy density of states
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Magnetoresistance peak in granular superconductors

(Dated: June 25, 2016)

I. MODEL

To describe the magnetoresistance (MR) peak observed in recent experiments (Shahar ’04, Valles ’07-’09-’14, Sacepe
’15, ...), we introduce a minimal model given by the following Hamiltonian

H =
X
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The disordered onsite energies "i are uniformly distributed in [�W,W ],

P (") =
1

2W
⇥(W � ")⇥("+W ). (2)

On each site, the local pairing to form a singlet is given by an attractive potential �i, which can be random of Gaussian
type with a mean value �0 and a variance �2,

P (�) =
1

�
p
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It competes with the depairing e↵ect from an applied magnetic field due to the Zeeman e↵ect. In the presence of a

magnetic field, the single particle and pair hoppings gain a phase t
(ij)
p = tpe

ipB�ij with p = 1, 2 and B�ij being the
Aharonov Bohm phase for a single electron hop from site i to j.

Depending on where the system is in the parameter space {W,�0,�, EZ , B, t1,2}, the single particle or pair trans-
port would dominate, and thus determines the behavior of the magnetoresitance. We assume that the transport in
the system is described by the variable range hopping (TN: argument?! why VRH, not activated transport? any
experiments supporting this VRH?!) in which the resistance obeys

R(T ) ⇠ exp

✓
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T

◆ 1
d+1

(4)

The quantity of our interest is the Mott’s temperature corresponding to low energy excitations, most importantly the
zero energy one given by

TM =
1

⇢0⇠20
. (5)

⇢0 denotes the DOS of zero excitation energy, and ⇠0 is the localization length of that excitation for a given transport
carrier type.

II. CLASSICAL GROUND STATE: DOS EFFECT INDUCED BY ZEEMAN DEPAIRING

A. The evolution of the single-site DOS’s with magnetic field

In this section, we analyze the single-site DOS’s for single-electron and pair excitations corresponding to the classical
part of the Hamiltonian. Firstly, a classical ground state is defined by a set of occupation numbers {ni}, where
ni = ni,# + ni,". The chemical potential µ is the value such that the total particle number is Ne =

P
i ni = Nsites.

We find the following ground state configuration:

"D ⌘ "i � µ�min(�i/2,�i �BEZ) < 0 ! ni,# = ni," = 1,

"S1 ⌘ "i � µ� �i +BEZ > 0; "S2 ⌘ "i � µ�BEZ < 0 ! ni,# = 1, ni," = 0,

"E ⌘ "i � µ�max(BEZ ,�i/2) > 0 ! ni,# = ni," = 0. (6)

Our Approach 
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A giant magneto-resistance peak signals a crossover from the
a Cooper pair (P) dominated transport to a single (S) electron
dominated one with unresolved origin theoretically.
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OUR CONTRIBUTIONS
The microscopic theory of hopping transport we studied cap-
tures the essential physics of the magnetic field driven boson-
to-fermion crossover in transport in the SIT context.

• The main driving force toward the magnetoresistance
peak is the Zeeman depairing. It gives rise to the ap-
pearance of the single electron energy excitations and
strongly enhances their delocalization tendency.

• Interplay between depairing and interference: the MR
peak can be masked by strong magneto-oscillations on
the bosonic side if the latter is strong enough due to a
significant interference effect for bosons.

• Further away from criticality, the fermionic transport
with relevant features takes place at a smaller magnetic
field with a higher characteristic temperature.

RESULTS 1: DEPAIRING ON DOS’S
⌅ A magnetic field closes the gap in the distribution of single
excitations and suppresses the low energy pair excitations.
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• A remnant of oscillations with period of B0/2 = hc/2e
for both the pair and single localization lengths of the
zero energy excitations; the former is more visible than
the latter.

• A positive (negative) magnetoresistance with an initial
upturn (downturn) for pairs (singles) due to suppression
of constructive (destructive) interference.

• In the presence of pair-single mixture due to the de-
pairing effect, the field varied localization for singles is
quantitatively equivalent with the one for pairs.

• The stronger the depairing effect is, the more pair (sin-
gle) excitations get localized (delocalized).

RESULTS 3: PAIR-SINGLE CROSSOVER
⌅ A B field ungaps low energy single electron excitations and
delocalizes them while doing the opposite for pair excitations
promoting a pair-to-single crossover in transport, a magnetore-
sistance peak. The location of this crossover strongly depends
on the depairing energy for a given interaction strength.
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⌅ As varying the distance to the transition to superconductor
by tunning the pair hopping, the location of the peak and the
height of the peak varies.
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Magnetoresistance peak in granular superconductors

(Dated: June 25, 2016)

I. MODEL

To describe the magnetoresistance (MR) peak observed in recent experiments (Shahar ’04, Valles ’07-’09-’14, Sacepe
’15, ...), we introduce a minimal model given by the following Hamiltonian

H =
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The disordered onsite energies "i are uniformly distributed in [�W,W ],

P (") =
1

2W
⇥(W � ")⇥("+W ). (2)

On each site, the local pairing to form a singlet is given by an attractive potential �i, which can be random of Gaussian
type with a mean value �0 and a variance �2,

P (�) =
1

�
p
2⇡

exp

✓
� (�� �0)2

2�2

◆
. (3)

It competes with the depairing e↵ect from an applied magnetic field due to the Zeeman e↵ect. In the presence of a

magnetic field, the single particle and pair hoppings gain a phase t
(ij)
p = tpe

ipB�ij with p = 1, 2 and B�ij being the
Aharonov Bohm phase for a single electron hop from site i to j.

Depending on where the system is in the parameter space {W,�0,�, EZ , B, t1,2}, the single particle or pair trans-
port would dominate, and thus determines the behavior of the magnetoresitance. We assume that the transport in
the system is described by the variable range hopping (TN: argument?! why VRH, not activated transport? any
experiments supporting this VRH?!) in which the resistance obeys

R(T ) ⇠ exp

✓
TM

T

◆ 1
d+1

(4)

The quantity of our interest is the Mott’s temperature corresponding to low energy excitations, most importantly the
zero energy one given by

TM =
1

⇢0⇠20
. (5)

⇢0 denotes the DOS of zero excitation energy, and ⇠0 is the localization length of that excitation for a given transport
carrier type.

II. CLASSICAL GROUND STATE: DOS EFFECT INDUCED BY ZEEMAN DEPAIRING

A. The evolution of the single-site DOS’s with magnetic field

In this section, we analyze the single-site DOS’s for single-electron and pair excitations corresponding to the classical
part of the Hamiltonian. Firstly, a classical ground state is defined by a set of occupation numbers {ni}, where
ni = ni,# + ni,". The chemical potential µ is the value such that the total particle number is Ne =

P
i ni = Nsites.

We find the following ground state configuration:

"D ⌘ "i � µ�min(�i/2,�i �BEZ) < 0 ! ni,# = ni," = 1,

"S1 ⌘ "i � µ� �i +BEZ > 0; "S2 ⌘ "i � µ�BEZ < 0 ! ni,# = 1, ni," = 0,

"E ⌘ "i � µ�max(BEZ ,�i/2) > 0 ! ni,# = ni," = 0. (6)
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Our Approach 
1. Solve classical part (trivial) → density of states: ρpair(E;B), ρsingle(E;B)    

2. Treat hopping perturbatively on the classical background → ξpair, ξsingle 
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Our Approach 
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2. Treat hopping perturbatively on the classical background → ξpair, ξsingle 
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FIG. 4: The localization length as a function of the magnetic field in the unit of B0 = hc/e - the flux quantum per
unit cell for a single electron. i) Positive vs negative MR; ii) Depairing enhances enhances interference-induced

localization/delocalization. iii) A remnant of the oscillations when the Zeeman e↵ect is small!
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FIG. 6: The B-dependece of Mott’s temperature as varying the pair hopping. Further away from criticality, as t2
decreases, the crossover takes place at a smaller field, a higher Mott’s temperature.

IV. PAIR-TO-SINGLE CROSSOVER IN MOTT’S TEMPERATURE

A. Crossing field - Peak position

TN: Note that in those subsections, peak position and height are calculated based mainly on DOS calculation. All
about the interference e↵ect on ⇠ is encoded in the ratio u and ⇠0 itself since in our approach, we cannot calculate
those quantity analytically. However, they also are function of B field and so a↵ected by DOS as well. In short, DOS
e↵ect can stand alone without interference, e.g. in case of a parallel field, while if there is interference - orbital e↵ect,
DOS will come along.

Denote the localization length of a zero energy excitation for a pair as ⇠0,P and for a spin down electron as ⇠0,S#,
and the ratio between them by u = u(B) ⌘ ⇠0,2/⇠0,S#. Below is an equation defining the peak position Bc. Note that
Bc appears in both side of the equation.
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Crossing of Mott temperature 
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MOTIVATION
A giant magneto-resistance peak signals a crossover from the
a Cooper pair (P) dominated transport to a single (S) electron
dominated one with unresolved origin theoretically.

Hollen et al. [?] Sambandamurthy et al. [?]

Baturina et al. [?]

OUR CONTRIBUTIONS
The microscopic theory of hopping transport we studied cap-
tures the essential physics of the magnetic field driven boson-
to-fermion crossover in transport in the SIT context.

• The main driving force toward the magnetoresistance
peak is the Zeeman depairing. It gives rise to the ap-
pearance of the single electron energy excitations and
strongly enhances their delocalization tendency.

• Interplay between depairing and interference: the MR
peak can be masked by strong magneto-oscillations on
the bosonic side if the latter is strong enough due to a
significant interference effect for bosons.

• Further away from criticality, the fermionic transport
with relevant features takes place at a smaller magnetic
field with a higher characteristic temperature.

RESULTS 1: DEPAIRING ON DOS’S
⌅ A magnetic field closes the gap in the distribution of single
excitations and suppresses the low energy pair excitations.
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In the pair-single site coexisting regime, �W � BEZ < µ <
W �BEZ , the DOS’s for the zero energy are given by

⇢0,S = g(0, 2BEZ)

⇢0,P = g(2BEZ , 2(W � µ))

with
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⌅ The crossing field where two characteristic temperatures for pair
and single transport cross
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where u = ⇠0,P /⇠0,S .

RESULTS 2: INTERFERENCE ON ⇠
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• A remnant of oscillations with period of B0/2 = hc/2e
for both the pair and single localization lengths of the
zero energy excitations; the former is more visible than
the latter.

• A positive (negative) magnetoresistance with an initial
upturn (downturn) for pairs (singles) due to suppression
of constructive (destructive) interference.

• In the presence of pair-single mixture due to the de-
pairing effect, the field varied localization for singles is
quantitatively equivalent with the one for pairs.

• The stronger the depairing effect is, the more pair (sin-
gle) excitations get localized (delocalized).

RESULTS 3: PAIR-SINGLE CROSSOVER
⌅ A B field ungaps low energy single electron excitations and
delocalizes them while doing the opposite for pair excitations
promoting a pair-to-single crossover in transport, a magnetore-
sistance peak. The location of this crossover strongly depends
on the depairing energy for a given interaction strength.
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⌅ As varying the distance to the transition to superconductor
by tunning the pair hopping, the location of the peak and the
height of the peak varies.
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MODEL & METHOD
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All the depairing processes are included in the classical part of the Hamiltonian, and so affects the zero energy density of states

⇢0,S =

Z
d�d"P (�)P (")�("� µ�BEZ)⇥("� µ� �+BEZ)⇥(�"+ µ+BEZ),

⇢0,P =

Z
d�d"P (�)P (")�[2("� µ)� �]⇥["� µ�max(BEZ ,�/2)].

In the strongly insulating regime t1,2 ⌧ W , using locator expansion together with forward-scattering approximation one obtains
the Green’s functions as sums over all shortest paths [?]:
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The Mott’s temperature for the variable range hopping transport
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Analytical result for peak position (u = ξpair/ξsingle)  
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IV. PAIR-TO-SINGLE CROSSOVER IN MOTT’S TEMPERATURE

A. Crossing field - Peak position

TN: Note that in those subsections, peak position and height are calculated based mainly on DOS calculation. All
about the interference e↵ect on ⇠ is encoded in the ratio u and ⇠0 itself since in our approach, we cannot calculate
those quantity analytically. However, they also are function of B field and so a↵ected by DOS as well. In short, DOS
e↵ect can stand alone without interference, e.g. in case of a parallel field, while if there is interference - orbital e↵ect,
DOS will come along.

Denote the localization length of a zero energy excitation for a pair as ⇠0,P and for a spin down electron as ⇠0,S#,
and the ratio between them by u = u(B) ⌘ ⇠0,2/⇠0,S#. Below is an equation defining the peak position Bc. Note that
Bc appears in both side of the equation.
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Crossing of Mott temperature 
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necting lines are only guides for the eye.

dependence of the insulating peak.
In Fig. 5(a) we plot isotherms of ρ vs. B for perpendic-

ular and parallel (dashed lines) B. Both configurations
exhibit the insulating peak, but its maximum is smaller
for the parallel configuration. Considering the activated
nature of transport in the insulating regime [7] we can
extract ∆I(B), the activation energy, for each configura-
tion. Plotted in Fig. 5(b) we see that the ∆I(B)’s have a
rather similar behavior and magnitude, with the ∆I(B)
in the parallel configuration shifted with respect to the
perpendicular one. This shift can actually be seen in the
resistance data themselves in Fig. 5(a). The similarity
between the parallel and perpendicular configurations in
this high B insulating regime indicates that a mechanism
that is largely insensitive to B orientation is responsible
for the insulating peak. The nature of this insulating
peak is still a mystery [18].

When following the evolution of the position of the
insulating peak, Bp(θ), as a function of θ (filled triangles
in Fig. 3), it shows a dependence close to that of Bc(θ)
described by Eq. 1. Interestingly, the anisotropy factor

for the peak position, B⊥
p /B||

p , also shows ( Fig. 2, filled
triangles) a behavior compatible with the Bc anisotropy,
ϵ.

Finally, inspecting Fig. 5(a) reveals that Biso is nearly
independent on T . This is true even when the value of
ρ itself at Biso is strongly (exponentially) T dependent.
While the significance of this B is unclear, we note that
for B > Biso, ρ(B) in the parallel orientation is larger

than ρ(B) when B is applied normal to the film’s surface.
To summarize, we have shown an anisotropy in Bc for

disordered thin films of a:InO. The anisotropy is strong
for films with low Bc and is gradually weakened with in-
creasing Bc. We found that the strength of the anisotropy
rather correlates to the strength of B than the level of
disorder in the films. From studying ρ(θ) at low and
high B, we conclude that there is more than one resistive
mechanism involved. The developing picture from the
dissipative response supports aspects of both presence of
vortices and percolation in the films. Finally, the data
reveal a sample specific B value, for which ρ is isotropic
and beyond which ρ is larger in parallel B.
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Conclusions 
•  ξ of bosons shrinks in B-field, fermions inflate 
 
•  Effect of Coulomb gap:  
    → Bosonic mobility edge (“effective edge” in d=2) 
    → Magneto-oscillations of mobility edge: like exp. features   
 
•  MR peak results from antagonizing fermions and pairs: 

 Hampering each other’s transport  
               & On top of that: opposite orbital MR 
 

 Angle dependence, asymmetry, peak position qualitatively  
 reproduced by very simple, minimal  model 

 
•  Open Q: Why is there activated transport ONLY on pair side?? 

 
 


